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Abstract

In this paper, we study the Robin-Dirichlet problem (Pn) for a strongly damped wave equation with
arithmetic-mean terms Snu and Ŝnu, where u is the unknown function, Snu = 1

n

∑n
i=1 u(

i−1
n , t) and Ŝnu =

1
n

∑n
i=1 u

2
x(

i−1
n , t). First, under suitable conditions, we prove that, for each n ∈ N, (Pn) has a unique weak

solution un. Next, we prove that the sequence of solutions un converge strongly in appropriate spaces to the
weak solution u of the problem (P ), where (P ) is de�ned by (Pn) in which the arithmetic-mean terms Snu
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and Ŝnu are replaced by
∫ 1
0 u(y, t)dy and

∫ 1
0 u

2
x(y, t)dy, respectively. Finally, some remarks on a couple of

open problems are given.

Keywords: Robin-Dirichlet problem Arithmetic-mean terms Faedo-Galerkin method Linear recurrent
sequence.
2010 MSC: 35L20, 35L70, 35Q72.

1. Introduction

In this paper, we investigate the Robin-Dirichlet problem for a strongly damped wave equation as
follows

(Pn)


utt − λutxx −

(
1 + (Ŝnu)(t)

)
uxx

= f (x, t, u, ux, ut, (Snu)(t)) , 0 < x < 1, 0 < t < T,
ux(0, t)− ζu(0, t) = u(1, t) = 0,
u(x, 0) = ũ0(x), ut(x, 0) = ũ1(x),

(1.1)

where f, ũ0, ũ1 are given functions, λ > 0, ζ ≥ 0, are given constants, and Snu, Ŝnu are arithmetic-mean
terms de�ned by

(Snu)(t) =
1
n

∑n

i=1
u( i−1

n , t),

(Ŝnu)(t) = (Snu
2
x)(t) =

1
n

∑n

i=1
u2x(

i−1
n , t).

(1.2)

The nonlinear wave equations with strong damping have been investigated by many authors for years.
These equations arise naturally in various sciences such as classical mechanics, �uid dynamics, quantum �eld
theory, see [1] - [14] and the references given therein.

In [11], Pellicer and Morales considered a model for a damped spring-mass system, precisely a strongly
damped wave equation with dynamic boundary conditions as follows

utt − uxx − αutxx = 0, 0 < x < 1, t > 0,
u(0, t) = 0,
utt(1, t) = −ε [ux(1, t) + αutx(1, t) + rut(1, t)] .

(1.3)

It is well known that the motion of a mass in a spring-mass-damper system is usually modelled by the
following second-order ordinary di�erential equation (ODE) of damped oscillations

mu′′(t) = −ku(t)− du′(t), (1.4)

where k > 0 is recovery constant of spring and d ≥ 0 stands for dissipation coe�cient. The authors showed
that, for some certain values of the parameters in (1.4), the large time behaviour of the solutions is the
same as for a classical spring-mass-damper ODE. For more details, they proved that for �xed constants α,
r > 0 and ε small enough, the partial di�erential equation model (1.3) admitted two dominant eigenvalues.
Therefore, this can be implied the existence of a second-order ODE of type (1.4) which can be considered as
the limit of the model (1.3) when t→ ∞ and ε is su�ciently small.

In [5], O.M. Jokhadze studied the following Cauchy problem for a wave equation with a nonlinear damping
term {

utt − uxx + h(ut) = f(x, t), x ∈ R, t > 0,
u(x, 0) = φ(x), ut(x, 0) = ψ(x),

(1.5)

where h, f, φ, and ψ are given real functions. The existence, uniqueness, nonuniqueness, and nonexistence
of a global classical solution were established.
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In [9], Nhan et. al. considered the Robin problem for a nonlinear wave equation with source containing
multi-point nonlocal terms as follows

utt − uxx = f (x, t, u(x, t), ut(x, t), u(η1, t), · · · , u(ηq, t)) ,
0 < x < 1, 0 < t < T,

ux(0, t)− h0u(0, t) = ux(1, t) + h1u(1, t) = 0,
u(x, 0) = ũ0(x), ut(x, 0) = ũ1(x),

(1.6)

where f, ũ0, ũ1 are given functions and h0, h1 ≥ 0, η1, η2, · · · , ηq are given constants with h0 + h1 > 0, 0 ≤
η1 < η2 < · · · < ηq ≤ 1. The unique existence and the high-order asymptotic expansion in a small parameter
of solutions for the problem (1.6) were established. We note that the arithmetic-mean 1

n

∑n
i=1 u(

i−1
n ) in (1.1)

can be considered as a special linear combination of {u(ηi)}1≤i≤q in (1.6).

We also note that, if the functions y 7−→ u(y, t) and y 7−→ u2x(y, t) are continuous on [0, 1], with t ∈ [0, T ]
�xed, then we have

1
n

∑n

i=1
u( i−1

n , t) →
∫ 1

0
u(y, t)dy,

1
n

∑n

i=1
u2x(

i−1
n , t) →

∫ 1

0
u2x(y, t)dy, as n→ ∞,

hence Eq. (1.1)1 may be related to the following equation

utt − λutxx −
(
1 +

∫ 1

0
u2x(y, t)dy

)
uxx

= f

(
x, t, u, ux, ut,

∫ 1

0
u(y, t)dy

)
, 0 < x < 1, 0 < t < T.

(1.7)

Therefore, it is possible that the existence of solution for the problem (Pn) (1.1)-(1.2) leads to the existence
of solution for the problem (P ) (1.1)2,3-(1.7).

Motivated by the mentioned works, especially according to the point of view above, we shall consider
the problem (Pn) (1.1)-(1.2). Our paper consits of �ve sections. In Section 2, we present preliminaries and
technical lemmas (Lemma 2.1- Lemma 2.4). In Section 3, we prove that (Pn) has a unique weak solution
un. In Section 4, we show that the solution sequence un in appropriate spaces strongly converges to a weak
solution u of the problem (P ) as n→ ∞. In the proofs of results obtained here, the main tools of functional
analysis such as the linear approximate method, the Galerkin method, the arguments of continuity with priori
estimates, the compact method, the regularized technique are employed. The engery method is also applied
to contructing a suitable engery lemma (Lemma 3.3), in which a piecewise linear function on [0, T ] and a
regularized sequence in C∞

c (R) are used to get an engery inequality. Lemma 3.3 is a relative generalization of
the lemma given in Lions's book [[7], Lemma 6.1, p. 224], that is the key lemma to establish the convergence
of linear approximate sequence associated with the problem (Pn). Finally, in Section 5, we give some remarks
on a couple of open problems.

2. Preliminaries

Put Ω = (0, 1). We denote Lp = Lp(Ω), Hm = Hm (Ω) . Let ⟨·, ·⟩ be either the scalar product in L2

or the dual pairing of a continuous linear functional and an element of a function space. The notation ∥·∥
stands for the norm in L2 and ∥·∥X for the norm in a Banach space X. We call X ′ the dual space of X. We
consider Lp(0, T ;X), 1 ≤ p ≤ ∞, that is a Banach space of real functions u : (0, T ) → X measurable, such
that ∥u∥Lp(0,T ;X) < +∞, with

∥u∥Lp(0,T ;X) =


(∫ T

0 ∥u(t)∥pX dt
)1/p

, if 1 ≤ p <∞,

ess sup
0<t<T

∥u(t)∥X , if p = ∞.
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Let u(t), u′(t) = ut(t) = u̇(t), u′′(t) = utt(t) = ü(t), ux(t) = ▽u(t), uxx(t) = ∆u(t), denote u(x, t),
∂u

∂t
(x, t),

∂2u

∂t2
(x, t),

∂u

∂x
(x, t),

∂2u

∂x2
(x, t), respectively.

Let T ∗ > 0, with f ∈ Ck([0, 1] × [0, T ∗] × R4), f = f(x, t, y1, · · · , y4), we put D1f =
∂f

∂x
, D2f =

∂f

∂t
,

Di+2f =
∂f

∂yi
with i = 1, · · · , 4, and Dαf = Dα1

1 · · ·Dα6
6 f, α = (α1, · · · , α6) ∈ Z6

+, |α| = α1 + · · ·+ α6 = k,

D(0,··· ,0)f = f.
On H1, we shall use the following norm

∥v∥H1 =
(
∥v∥2 + ∥vx∥2

)1/2
. (2.1)

We put
V = {v ∈ H1(Ω) : v(1) = 0}, (2.2)

a(u, v) =

∫ 1

0
ux(x)vx(x)dx+ ζu(0)v(0), u, v ∈ V. (2.3)

V is a closed subspace of H1 and three norms v 7−→ ∥v∥H1 , v 7−→ ∥vx∥ and v 7−→ ∥v∥a =
√
a(v, v) on

V are equivalent norms.
We have the following lemmas, the proofs of which are straightforward hence we omit the details.
Lemma 2.1. The imbedding H1 ↪→ C0(Ω) is compact and

∥v∥C0(Ω) ≤
√
2 ∥v∥H1 for all v ∈ H1. (2.4)

Lemma 2.2. Let ζ ≥ 0. Then the imbedding V ↪→ C0(Ω) is compact and{
∥v∥C0(Ω) ≤ ∥vx∥ ≤ ∥v∥a ,
1√
2
∥v∥H1 ≤ ∥vx∥ ≤ ∥v∥a ≤

√
1 + ζ ∥vx∥ ≤

√
1 + ζ ∥v∥H1 ,

(2.5)

for all v ∈ V.
Lemma 2.3. Let ζ ≥ 0. Then the symmetric bilinear form a(·, ·) de�ned by (2.3) is continuous on V ×V

and coercive on V.
Lemma 2.4. Let ζ ≥ 0. Then there exists a Hilbert orthonormal base {wj} of L2 consisting of eigen-

functions wj corresponding to eigenvalues λj such that{
0 < λ1 ≤ λ2 ≤ · · · ≤ λj ≤ · · · , lim

j→+∞
λj = +∞,

a(wj , v) = λj⟨wj , v⟩ for all v ∈ V, j = 1, 2, · · · .
(2.6)

Furthermore, the sequence {wj/
√
λj} is also a Hilbert orthonormal base of V with respect to the scalar

product a(·, ·) de�ned by (2.3).
On the other hand, wj satis�es the following boundary value problem{

−∆wj = λjwj , in (0, 1),

wjx(0)− ζwj(0) = wj(1) = 0, wj ∈ C∞(Ω).
(2.7)

The proof of Lemma 2.4 can be found in ([13], p.87, Theorem 7.7), with H = L2 and V, a(·, ·) as de�ned
by (2.2), (2.3).

De�nition 2.5. A weak solution of the initial-boundary value problem (1.1) is a function u ∈ ṼT =
{v ∈ L∞(0, T ;H2 ∩ V ) : v′ ∈ L∞(0, T ;H2 ∩ V ), v′′ ∈ L∞(0, T ;L2) ∩ L2(0, T ;V )}, such that u satis�es the

following variational equation

⟨u′′(t), w⟩+ λa(u′(t), w) + µ[u](t)a(u(t), w) = ⟨f [u](t), w⟩ , (2.8)
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for all w ∈ V, a.e., t ∈ (0, T ), together with the initial conditions

u(0) = ũ0, u
′(0) = ũ1, (2.9)

where
f [u](x, t) = f

(
x, t, u(x, t), ux(x, t), u

′(x, t), (Snu)(t)
)
,

µ(t) = µ[u](t) = 1 + (Ŝnu)(t),

(Snu)(t) =
1
n

∑n

i=1
u
(
i−1
n , t

)
,

(Ŝnu)(t) = (Snu
2
x)(t) =

1
n

∑n

i=1
u2x(

i−1
n , t).

(2.10)

3. Existence and uniqueness

In this section, we shall prove the existence and uniqueness of solutions of the problem (Pn) (1.1)-
(1.2). It is necessary to make the following assumptions:

(H1) ũ0, ũ1 ∈ V ∩H2, ũ0x(0)− ζũ0(0) = 0;

(H2) f ∈ C1([0, 1]× [0, T ∗]× R4) such that
f (1, t, 0, y2, 0, y4) = 0 for all t ∈ [0, T ∗], ∀ (y2, y4) ∈ R2.

For each M > 0 given, we set the constant KM (f) as follows

KM (f) = ∥f∥C1(ĀM) = ∥f∥C0(ĀM) +
∑6

i=1
∥Dif∥C0(ĀM) ,

where  ∥f∥C0(ĀM) = sup
(x,t,y1,··· ,y4)∈ĀM

|f(x, t, y1, · · · , y4)| ,

ĀM = [0, 1]× [0, T ∗]× [−M,M ]× [−
√
2M,

√
2M ]× [−M,M ]2.

For every T ∈ (0, T ∗], we put

VT = {v ∈ L∞(0, T ;H2 ∩ V ) : v′ ∈ L∞(0, T ;H2 ∩ V ), v′′ ∈ L2(0, T ;V )}

then VT is a Banach space with respect to the following norm (see Lions [7])

∥v∥VT
= max

{
∥v∥L∞(0,T ;H2∩V ) ,

∥∥v′∥∥
L∞(0,T ;H2∩V )

,
∥∥v′′∥∥

L2(0,T ;V )

}
.

For every M > 0, we put

W (M,T ) = {v ∈ VT : ∥v∥VT
≤M},

W1(M,T ) = {v ∈W (M,T ) : v′′ ∈ L∞(0, T ;L2)}.

Now, we construct a recurrent sequence {um} which is established by choosing the �rst term u0 ≡ ũ0,
and suppose that

um−1 ∈W1(M,T ). (3.1)

Then, we associate (1.1)-(1.2) with the following problem.
Find um ∈W (M,T ) (m ≥ 1) satisfying the linear variational problem{

⟨u′′m(t), w⟩+ λa(u′m(t), w) + µm(t)a(um(t), w) = ⟨Fm(t), w⟩ , ∀w ∈ V,
um(0) = ũ0, u

′
m(0) = ũ1,

(3.2)

where
Fm(x, t) = f [um−1](x, t)

= f
(
x, t, um−1(x, t),∇um−1(x, t), u

′
m−1(x, t), (Snum−1)(t)

)
,

(Snum−1)(t) =
1

n

∑n

i=1
um−1

(
i−1
n , t

)
,

µm(t) = 1 + (Ŝnum−1)(t) = 1 +
1

n

∑n

i=1

∣∣∇um−1

(
i−1
n , t

)∣∣2 .
(3.3)
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Then, we have the following theorem.
Theorem 3.1. Let (H1) , (H2) hold. Then there are positive constants M, T > 0 such that, for u0 ≡ ũ0,

there exists the recurrent sequence {um} ⊂W (M,T ) de�ned by (3.1)-(3.3).
Proof. The proof consists of several steps.
Step 1. The Faedo-Galerkin approximation (introduced by Lions [7]). Consider the basis {wj} for L2 as

in Lemma 2.4. Put

u(k)m (t) =
∑k

j=1
c
(k)
mj(t)wj , (3.4)

where the coe�cients c
(k)
mj(t), j = 1, · · · , k satisfy the system of linear di�erential equations as follows

⟨ü(k)m (t), wj⟩+ λa(u̇
(k)
m (t), w) + µm(t)a(u

(k)
m (t), wj)

= ⟨Fm(t), wj⟩, 1 ≤ j ≤ k,

u
(k)
m (0) = ũ0k, u̇

(k)
m (0) = ũ1k,

(3.5)

where Fm(x, t) is de�ned as in (3.3) and{
ũ0k =

∑k
j=1 α

(k)
j wj → ũ0 strongly in H2 ∩ V,

ũ1k =
∑k

j=1 β
(k)
j wj → ũ1 strongly in H2 ∩ V.

(3.6)

After integrating, it can see that, the system (3.5) is equivalent to the system of linear intergal equations

c
(k)
mj(t) = G

(k)
mj(t) + Lmj [c

(k)
m ](t), 1 ≤ j ≤ k, (3.7)

where

G
(k)
mj(t) = α

(k)
j +

β
(k)
j

λλj

(
1− e−λλjt

)
+

1

λλj

∫ t

0

(
1− e−λλj(t−s)

)
⟨Fm(s), wj⟩ ds,

Lmj [c
(k)
m ](t) = − 1

λ

∫ t

0

(
1− e−λλj(t−s)

)
µm(s)c

(k)
mj(s)ds, 1 ≤ j ≤ k,

c(k)m =
(
c
(k)
m1, · · · , c

(k)
mk

)
.

(3.8)

Omitting the indexs m, k, the system (3.7)-(3.8) is written as follows

c(t) = U [c], (3.9)

where
c(t) = (c1(t), · · · , ck(t)),

U [c](t) = (U1[c](t), · · · , Uk[c](t)) ,

Uj [c](t) = Gj(t) + Lj [c](t), 1 ≤ j ≤ k,

Gj(t) = α
(k)
j +

β
(k)
j

λλj

(
1− e−λλjt

)
+

1

λλj

∫ t

0

(
1− e−λλj(t−s)

)
⟨Fm(s), wj⟩ ds,

Lj [c](t) = − 1

λ

∫ t

0

(
1− e−λλj(t−s)

)
µm(s)cj(s)ds, 1 ≤ j ≤ k.

(3.10)

Applying the contraction principle, we can prove that the equation (3.9) has a unique solution c(t) in
[0, T ].
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Indeed, let γ >
1

λ
sup

0≤s≤T
µm(s), it is known that X = C0

(
[0, T ];Rk

)
is a Banach space with respect to the

following norm

∥c∥γ,X = sup
0≤t≤T

e−γt |c(t)|1 , |c(t)|1 =
∑k

j=1
|cj(t)| , c ∈ X.

Clearly, U : X → X. We will prove that U : X → X is contractive as follows.
For all c = (c1, · · · , ck), d = (d1, · · · , dk) ∈ X, q = c− d, and (3.10), we have the following estimate

|(Uc)(t)− (Ud)(t)|1 ≤ 1

λ

∑k

j=1

∫ t

0

(
1− e−λλj(t−s)

)
µm(s) |qj(s)| ds

≤ 1

λ

∫ t

0
µm(s) |q(s)|1 ds ≤

1

λγ
sup

0≤s≤T
µm(s)eγt ∥q∥γ,X

=
1

λγ
sup

0≤s≤T
µm(s)eγt ∥c− d∥γ,X .

It follows that

e−γt |(Uc)(t)− (Ud)(t)|1 ≤
1

λγ
sup

0≤s≤T
µm(s) ∥c− d∥γ,X ,

this leads to

∥Uc− Ud∥γ,X ≤ 1

λγ
sup

0≤s≤T
µm(s) ∥c− d∥γ,X . (3.11)

By 0 <
1

λγ
sup

0≤s≤T
µm(s) < 1 and (3.11), we deduce that U : X → X is a contractive map. Then, the

equation (3.9) has a unique solution c ∈ X. Thus, the system (3.5) has a unique solution u
(k)
m (t) in [0, T ].

Step 2. Priori estimation. Put

S(k)
m (t) =

∥∥∥u̇(k)m (t)
∥∥∥2 + ∥∥∥u̇(k)m (t)

∥∥∥2
a

+ µm(t)

(∥∥∥u(k)m (t)
∥∥∥2
a
+
∥∥∥∆u(k)m (t)

∥∥∥2)+ λ
∥∥∥∆u̇(k)m (t)

∥∥∥2
+ 2λ

∫ t

0

(∥∥∥u̇(k)m (s)
∥∥∥2
a
+
∥∥∥∆u(k)m (s)

∥∥∥2) ds+ 2

∫ t

0

∥∥∥ü(k)m (s)
∥∥∥2
a
ds,

(3.12)

then we deduce from (3.5) that

S(k)
m (t) = S(k)

m (0) + 2µm(0)⟨△ũ0k,△ũ1k⟩+ 2

∫ t

0
µm(s)

∥∥∥∆u̇(k)m (s)
∥∥∥2 ds

+

∫ t

0
µ′m(s)

(∥∥∥u(k)m (s)
∥∥∥2
a
+
∥∥∥∆u(k)m (s)

∥∥∥2 + 2⟨∆u(k)m (s),∆u̇(k)m (s)⟩
)
ds

+ 2

∫ t

0

[
⟨Fm(s), u̇(k)m (s)⟩+ a

(
Fm(s), u̇(k)m (s)

)]
ds

+ 2

∫ t

0
a
(
Fm(s), ü(k)m (s)

)
ds− 2µm(t)⟨∆u(k)m (t),∆u̇(k)m (t)⟩

= S(k)
m (0) + 2µm(0)⟨△ũ0k,△ũ1k⟩+ I1 + · · ·+ I5.

(3.13)

We shall estimate the terms I1, · · · , I4 on the right-hand side of (3.13) as follows.
Note that

1 ≤ µm(t) = 1 +
1

n

∑n

i=1

∣∣∇um−1

(
i−1
n , t

)∣∣2
≤ 1 + 2 ∥∇um−1 (t)∥2H1 ≤ 1 + 2M2,
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µ′m(t) =
2

n

∑n

i=1
∇um−1

(
i−1
n , t

)
∇u′m−1

(
i−1
n , t

)
,

we deduce from (3.1) that

1 ≤ µm(t) ≤ 1 + 2 ∥∇um−1 (t)∥2H1 ≤ 1 + 2M2,∣∣µ′m(t)
∣∣ ≤ 4 ∥∇um−1(t)∥H1

∥∥∇u′m−1(t)
∥∥
H1 ≤ 4M2.

(3.14)

By the estimates (3.14) and the following inequalities

S(k)
m (t) ≥ λ

∥∥∥∆u̇(k)m (t)
∥∥∥2 ,

S(k)
m (t) ≥

∥∥∥u(k)m (t)
∥∥∥2
a
+
∥∥∥∆u(k)m (t)

∥∥∥2 ,
S(k)
m (t) ≥

∥∥∥∆u(k)m (t)
∥∥∥2 + λ

∥∥∥∆u̇(k)m (t)
∥∥∥2 ≥ 2

√
λ
∥∥∥∆u(k)m (t)

∥∥∥∥∥∥∆u̇(k)m (t)
∥∥∥ ,

the integrals I1, I2 are estimated as follows

I1 = 2

∫ t

0
µm(s)

∥∥∥∆u̇(k)m (s)
∥∥∥2 ds ≤ 2

(
1 + 2M2

)
λ

∫ t

0
S(k)
m (s)ds,

I2 =

∫ t

0
µ′m(s)

(∥∥∥u(k)m (s)
∥∥∥2
a
+
∥∥∥∆u(k)m (s)

∥∥∥2 + 2⟨∆u(k)m (s),∆u̇(k)m (s)⟩
)
ds

≤ 4M2

(
1 +

1√
λ

)∫ t

0
S(k)
m (s)ds.

(3.15)

On the other hand, we also have

|(Snum−1)(t)| ≤ 1

n

∑n

i=1

∣∣um−1

(
i−1
n , t

)∣∣ ≤ 1

n

∑n

i=1
∥∇um−1 (t)∥

≤ ∥um−1∥L∞(0,T ;V ) ≤M,

Fmx(x, t) = D1f [um−1](x, t) +D3f [um−1](x, t)∇um−1(x, t)

+ D4f [um−1](x, t)∆um−1(x, t) +D5f [um−1](x, t)∇u′m−1(x, t).

Then, we estimate |Fm(x, t)| , ∥Fmx(t)∥ , ∥Fm(t)∥a and I3, I4 on the right hand side of (3.13) as follows

|Fm(x, t)| ≤ KM (f), ∥Fmx(t)∥ ≤ KM (f) (1 + 3M) ,

∥Fm(t)∥a ≤
√

1 + ζ ∥Fmx(t)∥ ≤ KM (f) (1 + 3M)
√
1 + ζ,

(3.16)

I3 = 2

∫ t

0

[
⟨Fm(s), u̇(k)m (s)⟩+ a

(
Fm(s), u̇(k)m (s)

)]
ds

≤ 2

∫ t

0

(
∥Fm(s)∥2 + ∥Fm(s)∥2a

)1/2
(∥∥∥u̇(k)m (s)

∥∥∥2 + ∥∥∥u̇(k)m (s)
∥∥∥2
a

)1/2

ds

≤ TK2
M (f)

[
1 + (1 + 3M)2 (1 + ζ)

]
+

∫ t

0
S(k)
m (s)ds,

I4 = 2

∫ t

0
a
(
Fm(s), ü(k)m (s)

)
ds ≤ 2

∫ t

0
∥Fm(s)∥2a ds+

1

2

∫ t

0

∥∥∥ü(k)m (s)
∥∥∥2
a
ds

≤ 2TK2
M (f) (1 + 3M)2 (1 + ζ) +

1

4
S(k)
m (t).

(3.17)

We estimate I5 as below.

I5 = −2µm(t)⟨∆u(k)m (t),∆u̇(k)m (t)⟩ ≤ 1

4
S(k)
m (t) +

4

λ

∥∥∥µm(t)∆u(k)m (t)
∥∥∥2 . (3.18)
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Due to ∥∥∥µm(t)∆u(k)m (t)
∥∥∥2 ≤ (

∥µm(0)∆ũ0∥+
∫ t

0

∥∥∥∥ ∂∂s [µm(s)∆u(k)m (s)
]∥∥∥∥ ds)2

,

and ∥∥∥∥ ∂∂t [µm(t)∆u(k)m (t)
]∥∥∥∥ =

∥∥∥µm(t)∆u̇(k)m (t) + µ′m(t)∆u(k)m (t)
∥∥∥

≤
(
1 + 2M2

)√S
(k)
m (t)

λ
+ 4M2

√
S
(k)
m (t)

=

(
1 + 2M2

√
λ

+ 4M2

)√
S
(k)
m (t),

we deduce that∥∥∥µm(t)∆u(k)m (t)
∥∥∥2

≤
(
∥µm(0)∆ũ0∥+

∫ t

0

∥∥∥∥ ∂∂s [µm(s)∆u(k)m (s)
]∥∥∥∥ ds)2

≤ 2 |µm(0)|2 ∥∆ũ0∥2 + 2T ∗
(
1 + 2M2

√
λ

+ 4M2

)2 ∫ t

0
S(k)
m (s)ds.

Therefore, I5 is estimated as follows

I5 ≤
1

4
S(k)
m (t) +

8

λ
|µm(0)|2 ∥∆ũ0∥2

+
8

λ
T ∗

(
1 + 2M2

√
λ

+ 4M2

)2 ∫ t

0
S(k)
m (s)ds.

(3.19)

Combining (3.15), (3.17) and (3.19), it derives from (3.13) that

S(k)
m (t) ≤ S

(k)
0m + TD1(M) +D2(M)

∫ t

0
S(k)
m (s)ds, (3.20)

where

S
(k)
0m = 2S(k)

m (0) + 4µm(0)⟨△ũ0k,△ũ1k⟩+
16

λ
|µm(0)|2 ∥∆ũ0∥2 ,

D1(M) = 2K2
M (f)

[
1 + 3 (1 + 3M)2 (1 + ζ)

]
,

D2(M) = 2 +
4
(
1 + 2M2

)
λ

+ 8M2

(
1 +

1√
λ

)
+

16

λ
T ∗

(
1 + 2M2

√
λ

+ 4M2

)2

.

(3.21)

Estimate S
(k)
0m. We have

S
(k)
0m = 2 ∥ũ1k∥2 + 2 ∥ũ1k∥2a + 2µm(0)

(
∥ũ0k∥2a + ∥∆ũ0k∥2

)
+ 2λ ∥∆ũ1k∥2 + 4µm(0)⟨△ũ0k,△ũ1k⟩+

16

λ
µ2m(0) ∥∆ũ0∥2 ,

µm(0) = 1 +
1

n

∑n

i=1
ũ20x

(
i−1
n

)
≤ 1 + 2 ∥ũ0x∥2H1 .

(3.22)

By (3.6), it follows from (3.22) that

S
(k)
0m ≤ 1

2
M2, for all m, k, (3.23)
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where M is a constant depending only on λ, ζ, ũ0, ũ1.
We choose T ∈ (0, T ∗], such that(

1

2
M2 + TD1(M)

)
eD2(M)T ≤M2, (3.24)

and

kT = 2

(
2
√
2 +

1

λ

)√
9K2

M (f) + 16M4
√
Te4TM2

< 1. (3.25)

Finally, by using Gronwall's lemma, we obtain from (3.20), (3.23) and (3.24) that

S(k)
m (t) ≤M2e−D2(M)T eD2(M)t ≤M2, (3.26)

for all t ∈ [0, T ], for all m and k.
Therefore, we have

u(k)m ∈W (M,T ), for all m and k ∈ N. (3.27)

Step 3. Limiting process. From (3.27), we deduce the existence of a subsequence of {u(k)m } still so denoted
by the same symbol such that

u
(k)
m → um in L∞(0, T ;H2 ∩ V ) weak*,

u̇
(k)
m → u′m in L∞(0, T ;H2 ∩ V ) weak*,

ü
(k)
m → u′′m in L2(0, T ;V ) weak,
um ∈W (M,T ).

(3.28)

Passing to limit in (3.5), we have um satisfying (3.2), (3.3) in L2(0, T ) weak.
Furthermore, (3.2)1 and (3.28)4 imply that

u′′m = λ∆u′m + µm(t)∆um + Fm ∈ L∞(0, T ;L2),

so we obtain um ∈W1(M,T ), Theorem 3.1 is proved. □
In next part, we introduce the space

HT = {v ∈ L∞(0, T ;H2 ∩ V ) : v′ ∈ L2(0, T ;H2 ∩ V ) ∩ L∞(0, T ;V )}. (3.29)

Note that HT is a Banach space with respect to the norm (see Lions [7]).

∥v∥HT
= ∥v∥L∞(0,T ;H2∩V ) +

∥∥v′∥∥
L2(0,T ;H2∩V )

+
∥∥v′∥∥

L∞(0,T ;V )
. (3.30)

We use the result given in Theorem 3.1 and the compact imbedding theorems to prove the existence and
uniqueness of weak solution of (1.1)-(1.2). Hence, we get the main result in this section as follows.

Theorem 3.2. Let (H1), (H2) hold. Then
(i) Prob. (1.1)-(1.2) has a unique weak solution u ∈W1(M,T ), where the constants M > 0 and T > 0 are

chosen as in Theorem 3.1.

(ii) The recurrent sequence {um} de�ned by (3.1)-(3.3) converges to the solution u of (1.1)-(1.2) strongly
in HT .

Furthermore, we also have the estimation

∥um − u∥HT
≤ CTk

m
T , for all m ∈ N, (3.31)

where the constant kT ∈ [0, 1) is de�ned as in (3.25) and CT is a constant depending only on T, f, ũ0, ũ1
and kT .

Proof of Theorem 3.2. (a) Existence of solutions.
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We shall prove that {um} is a Cauchy sequence in HT . Let wm = um+1 − um. Then wm satis�es the
variational problem 

⟨w′′
m(t), w⟩+ λa(w′

m(t), w) + µm+1(t)a(wm(t), w)
= ⟨Fm+1(t)− Fm(t) + (µm+1(t)− µm(t))∆um(t), w⟩ , ∀w ∈ V,
wm(0) = w′

m(0) = 0.
(3.32)

Taking w = w′
m in (3.32)1 and integrating in t, we get

Xm(t) = 2

∫ t

0

〈
Fm+1(s)− Fm(s), w′

m(s)
〉
ds+

∫ t

0
µ′m+1(s) ∥wm(s)∥2a ds

+ 2

∫ t

0
(µm+1(s)− µm(s)) ⟨∆um(s), w′

m(s)ds,

(3.33)

where

Xm(t) =
∥∥w′

m(t)
∥∥2 + µm+1(t) ∥wm(t)∥2a + 2λ

∫ t

0

∥∥w′
m(s)

∥∥2
a
ds. (3.34)

Now, we require the following lemma.
Lemma 3.3. Let u ∈ ṼT (as in De�nition 2.5) be a weak solution of the following problem

u′′ − λu′xx − µ(t)uxx = F (x, t), 0 < x < 1, 0 < t < T,
ux(0, t)− ζu(0, t) = u(1, t) = 0,
u(x, 0) = ũ0(x), ut(x, 0) = ũ1(x),
ũ0, ũ1 ∈ V ∩H2, ũ0x(0)− ζũ0(0) = 0,
F ∈ L2(0, T ;V ), µ ∈ H1(0, T ), µ(t) ≥ µ∗ > 0.

(3.35)

Then, we have

1

2
∥u′(t)∥2a +

1

2
µ(t) ∥∆u(t)∥2 + λ

∫ t
0 ∥∆u

′(s)∥2 ds

≥ 1

2
∥ũ1∥2a +

1

2
µ(0) ∥∆ũ0∥2 +

1

2

∫ t
0 µ

′(s) ∥∆u(s)∥2 ds
+
∫ t
0 ⟨F (s),−∆u′(s)⟩ ds, a.e. t ∈ [0, T ].

(3.36)

Furthermore, if ũ0 = ũ1 = 0, then there is an equality in (3.36).
Proof of Lemma 3.3. The idea of the proof is the same as in [[7], Lemma 2.1, p. 79]. Fix t1, t2,

0 < t1 < t2 < T and let wkm(x, t) be a function de�ned as follows

wkm(x, t) =
[(
θm(t)∆u′(x, t)

)
∗ ρk(t) ∗ ρk(t)

]
θm(t), (3.37)

where
(i) θm is a continuous, piecewise linear function on [0, T ] de�ned by

θm(t) =


0, t /∈ [t1 + 1/m, t2 − 1/m],
1, t ∈ [t1 + 2/m, t2 − 2/m],
m(t− t1 − 1/m), t ∈ [t1 + 1/m, t1 + 2/m],
−m(t− t2 + 1/m), t ∈ [t2 − 2/m, t2 − 1/m];

(3.38)

(ii) {ρk} is a regularized sequence in C∞
c (R), i.e.,

ρk ∈ C∞
c (R), supp ρk ⊂ [−1/k, 1/k], ρk(−t) = ρk(t),

∫ ∞

−∞
ρk(t)dt = 1; (3.39)

(iii) (∗) is a convolution product in time variable, i.e.,

(u ∗ ρk)(x, t) =
∫ ∞

−∞
u(x, t− s)ρk(s)ds. (3.40)
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Taking the scalar product of the function wkm(x, t) in (3.35)1, and then integrating with respect to t
from 0 to T , we have

Akm +Bkm + Ckm = Dkm, (3.41)

where

Akm =

∫ T

0
⟨u′′(t), wkm(t)⟩dt,

Bkm = λ

∫ T

0
a(u′(t), wkm(t))dt,

Ckm =

∫ T

0
µ(t)a(u(t), wkm(t))dt,

Dkm =

∫ T

0
⟨F (t), wkm(t)⟩dt.

(3.42)

By using the properties of the functions θm(t) and ρk(t), and making some lengthy calculations, we have
that

lim
k→∞

Akm =

∫ T

0
θm(t)θ′m(t)

∥∥u′(t)∥∥2
a
dt,

lim
k→∞

Bkm = −λ
∫ T

0
θ2m(t)

∥∥∆u′(t)∥∥2 dt,
lim
k→∞

Ckm =

∫ T

0
θm(t)θ′m(t)µ(t) ∥∆u(t)∥2 dt+ 1

2

∫ T

0
θ2m(t)µ′(t) ∥∆u(t)∥2 dt,

lim
k→∞

Dkm =

∫ T

0
θ2m(t)⟨F (t),∆u′(t)⟩dt.

(3.43)

Letting m→ ∞, we obtain from (3.41)-(3.43) that

1

2

∥∥u′(t1)∥∥2a − 1

2

∥∥u′(t2)∥∥2a − λ

∫ t2

t1

∥∥∆u′(t)∥∥2 dt
+
1

2
µ(t1) ∥∆u(t1)∥2 −

1

2
µ(t2) ∥∆u(t2)∥2 +

1

2

∫ t2

t1

µ′(t) ∥∆u(t)∥2 dt

=

∫ t2

t1

⟨F (t),∆u′(t)⟩dt, a.e., t1, t2 ∈ (0, T ), t1 < t2 < T,

or
1

2

∥∥u′(t2)∥∥2a + 1

2
µ(t2) ∥∆u(t2)∥2 + λ

∫ t2

0

∥∥∆u′(s)∥∥2 ds
−1

2

∫ t2

0
µ′(s) ∥∆u(s)∥2 ds+

∫ t2

0
⟨F (s),∆u′(s)⟩ds

=
1

2

∥∥u′(t1)∥∥2a + 1

2
µ(t1) ∥∆u(t1)∥2 + λ

∫ t1

0

∥∥∆u′(s)∥∥2 ds
−1

2

∫ t1

0
µ′(s) ∥∆u(s)∥2 ds+

∫ t1

0
⟨F (s),∆u′(s)⟩ds,

(3.44)

a.e., t1, t2 ∈ (0, T ), t1 < t2 < T.
From (3.44), by taking t2 = t and passing to the limit as t1 → 0+ and using the property of weak lower

semicontinuity of the functional v 7−→ ∥v∥2, we obtain (3.36).
To get the equality in (3.36), we extend u, F by 0 and µ by µ(0), respectively as t < 0. Moreover, we

note that the equality (3.44) is true for almost t1 < t2 < T . Hence, by taking t1 < 0, the integrals on the
right-hand side of (3.44) is 0. Then, by letting t1 → 0− and using ũ0 = ũ1 = 0, we have the equality in
(3.36).
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The proof of Lemma 3.3 is completed. □
Remark 3.1. Lemma 3.3 is a relative generalization of a lemma given in Lions's book [[7], Lemma 6.1,

p. 224].
Note that wm = um+1−um ∈ ṼT be the weak solution of the problem (3.35) coresponding to ũ0 = ũ1 = 0,

µ(t) = µm+1(t),
F (t) = [µm+1(t)− µm(t)]∆um + Fm+1(t)− Fm(t).

By using Lemma 3.3 with ũ0 = ũ1 = 0, we have

1

2

∥∥w′
m(t)

∥∥2
a
+

1

2
µm+1(t) ∥∆wm(t)∥2 + λ

∫ t

0

∥∥∆w′
m(s)

∥∥2 ds
=

1

2

∫ t

0
µ′m+1(s) ∥∆wm(s)∥2 ds

+

∫ t

0

〈
[µm+1(s)− µm(s)]∆um(s) + Fm+1(s)− Fm(s),−∆w′

m(s)
〉
ds.

(3.45)

Put

Ym(t) =
∥∥w′

m(t)
∥∥2
a
+ µm+1(t) ∥∆wm(t)∥2 + 2λ

∫ t

0

∥∥∆w′
m(s)

∥∥2 ds, (3.46)

we have

Ym(t) =

∫ t

0
µ′m+1(s) ∥∆wm(s)∥2 ds

+ 2

∫ t

0
[µm+1(s)− µm(s)]

〈
∆um(s),−∆w′

m(s)
〉
ds

+ 2

∫ t

0

〈
Fm+1(s)− Fm(s),−∆w′

m(s)
〉
ds.

(3.47)

It follows from (3.33), (3.34), (3.46) and (3.47) that

Sm(t) =

∫ t

0
µ′m+1(s)

(
∥wm(s)∥2a + ∥∆wm(s)∥2

)
ds

+ 2

∫ t

0

〈
Fm+1(s)− Fm(s), w′

m(s)−∆w′
m(s)

〉
ds

+ 2

∫ t

0
(µm+1(s)− µm(s)) ⟨∆um(s), w′

m(s)−∆w′
m(s)⟩ds

= J1 + J2 + J3,

(3.48)

where
Sm(t) = Xm(t) + Ym(t)

=
∥∥w′

m(t)
∥∥2
a
+
∥∥w′

m(t)
∥∥2 + µm+1(t)

(
∥wm(t)∥2a + ∥∆wm(t)∥2

)
+ 2λ

∫ t

0

(∥∥w′
m(s)

∥∥2
a
+
∥∥∆w′

m(s)
∥∥2) ds.

(3.49)

We shall estimate the terms J1, J2, J3 on the right-hand side of (3.48) as follows.
Estimate of J1. Note that∣∣µ′m+1(t)

∣∣ ≤ 4 ∥∇um(t)∥H1

∥∥∇u′m(t)
∥∥
H1 ≤ 4M2, (3.50)

we deduce from (3.49) that

J1 =

∫ t

0
µ′m+1(s)

(
∥wm(s)∥2a + ∥∆wm(s)∥2

)
ds ≤ 4M2

∫ t

0
Zm(s)ds. (3.51)
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Estimate of J2. By (H2), it is clear that

∥Fm+1(t)− Fm(t)∥ ≤ 3KM (f)
[
∥∇wm−1(t)∥+

∥∥w′
m−1(t)

∥∥] ≤ 3KM (f) ∥wm−1∥HT
,

hence

J2 = 2

∫ t

0

〈
Fm+1(s)− Fm(s), w′

m(s)−∆w′
m(s)

〉
ds

≤ 6
√
2KM (f) ∥wm−1∥HT

∫ t

0

(∥∥w′
m(s)

∥∥2
a
+
∥∥∆w′

m(s)
∥∥2)1/2

ds

≤ λ

2

∫ t

0

(∥∥w′
m(s)

∥∥2
a
+
∥∥∆w′

m(s)
∥∥2)1/2

ds+
36

λ
TK2

M (f) ∥wm−1∥2HT

≤ 1

4
Sm(t) +

36

λ
TK2

M (f) ∥wm−1∥2HT
.

(3.52)

Estimate of J3. We have

|µm+1(t)− µm(t)| ≤ 1

n

∑n

i=1

∣∣∣∣∣∇um (
i−1
n , t

)∣∣2 − ∣∣∇um−1

(
i−1
n , t

)∣∣2∣∣∣
≤

(
∥∇um(t)∥C0([0,1]) + ∥∇um−1(t)∥C0([0,1])

)
∥∇wm−1(t)∥C0([0,1])

≤ 4M
(
∥∇wm−1(t)∥2 + ∥∆wm−1(t)∥2

)1/2

≤ 4M ∥wm−1∥HT
.

(3.53)

Hence, J3 is estimated as follows

J3 = 2

∫ t

0
(µm+1(s)− µm(s)) ⟨∆um(s), w′

m(s)−∆w′
m(s)⟩ds

≤ 8
√
2M2 ∥wm−1∥HT

∫ t

0

(∥∥w′
m(s)

∥∥2
a
+
∥∥∆w′

m(s)
∥∥2)1/2

ds

≤ λ

2

∫ t

0

(∥∥w′
m(s)

∥∥2
a
+

∥∥∆w′
m(s)

∥∥2)1/2
ds+

64

λ
TM4 ∥wm−1∥2HT

≤ 1

4
Sm(t) +

64

λ
TM4 ∥wm−1∥2HT

.

(3.54)

It derives from (3.48), (3.51), (3.52) and (3.54) that

Sm(t) ≤ 8

λ
T
(
9K2

M (f) + 16M4
)
∥wm−1∥2HT

+ 8M2

∫ t

0
Zm(s)ds. (3.55)

Using Gronwall's lemma, we deduce from (3.55) that

∥wm∥HT
≤ kT ∥wm−1∥HT

∀m ∈ N, (3.56)

where kT ∈ (0, 1) is de�ned as in (3.25), which implies that

∥um − um+p∥HT
≤ ∥u0 − u1∥HT

(1− kT )
−1kmT ∀m, p ∈ N. (3.57)

It follows that {um} is a Cauchy sequence in HT . Then there exists u ∈ HT such that

um → u strongly in HT . (3.58)

Note that um ∈W (M,T ), then there exists a subsequence {umj} of {um} such that
umj → u in L∞(0, T ;H2 ∩ V ) weak*,
u′mj

→ u′ in L∞(0, T ;H2 ∩ V ) weak*,

u′′mj
→ u′′ in L2(0, T ;V ) weak,

u ∈W (M,T ).

(3.59)
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We also note that
∥Fm − f [u]∥L∞(0,T ;L2) ≤ 3KM (f) ∥um−1 − u∥HT

,

∥µm − µ[u]∥L∞(0,T ) ≤ 4M ∥um−1 − u∥HT
.

(3.60)

Hence, from (3.58) and (3.60), we obtain

Fm → f [u] strongly in L∞(0, T ;L2),

µm → µ[u] strongly in L∞(0, T ).
(3.61)

Finally, passing to the limit in (3.2)-(3.3) as m = mj → ∞, it implies from (3.58), (3.59)3 and (3.61)
that there exists u ∈W (M,T ) satisfying (2.8)-(2.10).

Furthermore, (1.1)1 and (3.59)4 imply that

u′′ = λ∆u′ + µ[u](t)∆u+ f [u] ∈ L∞(0, T ;L2),

so we obtain u ∈W1(M,T ). The existence proof is completed.
(b) Uniqueness of solutions.
Let u1, u2 ∈W1(M,T ) be two various weak solutions of Prob. (1.1)-(1.2). Then u = u1−u2 ∈ ṼT be the

weak solution of the problem (3.35) coresponding to ũ0 = ũ1 = 0, µ(t) = µ̄1(t), F (t) = [µ̄1(t)− µ̄2(t)]∆u2+
F̄1(t)− F̄2(t), where

F̄i(x, t) = f [ui](x, t) = f
(
x, t, ui(x, t),∇ui(x, t), u′i(x, t), (Snui)(t)

)
,

µ̄i(t) = µ[ui](t) = 1 + (Ŝnui)(t), i = 1, 2.
(3.62)

Similarly, by using Lemma 3.3 with ũ0 = ũ1 = 0, we have

Z(t) =

∫ t

0
µ̄′1(s)

(
∥u(s)∥2a + ∥∆u(s)∥2

)
ds

+ 2

∫ t

0

〈
F̄1(s)− F̄2(s), u

′(s)−∆u′(s)
〉
ds

+ 2

∫ t

0
[µ̄1(s)− µ̄2(s)] ⟨∆u2(s), u′(s)−∆u′(s)⟩ds,

(3.63)

where
Z(t) =

∥∥u′(t)∥∥2 + ∥∥u′(t)∥∥2
a
+ µ̄1(t)

(
∥u(t)∥2a + ∥∆u(t)∥2

)
+ 2λ

∫ t

0

(∥∥u′(s)∥∥2
a
+
∥∥∆u′(s)∥∥2) ds. (3.64)

Moreover, we also obtain the following estimate

Z(t) ≤ 8

(
M2 +

2

λ
(9K2

M (f) + 2M4)

)∫ t

0
Z(s)ds. (3.65)

Using Gronwall's lemma, it follows from (3.65) that Z(t) ≡ 0, ie., u1 ≡ u2.
Theorem 3.2 is proved completely. □

4. The convergence of solutions of (1.1)-(1.2) as n → ∞

In this section, we shall consider the convergence of solutions of (Pn) to the solution of (P ) (1.1)2,3-
(1.7) as n→ ∞ as follows.

For each n, (Pn) has a unique weak solution un, i.e. un satis�es the following problem

⟨untt(t), w⟩+ λa(unt (t), w) +
(
1 + (Ŝnu)(t)

)
a(un(t), w)

= ⟨f (·, t, un(t), unx(t), unt (t), (Snun)(t)) , w⟩ ,
(4.1)



Le Thi Phuong Ngoc, et al., Results in Nonlinear Anal. 5 (2022), 191�212. 206

for all w ∈ V, a.e., t ∈ (0, T ), together with the initial conditions

un(0) = ũ0, u
n
t (0) = ũ1. (4.2)

By Theorem 3.2, there exist positive constants M, T independing on n such that (Pn) has a unique weak
solution un which satis�es

un ∈W1(M,T ), for all n ∈ N. (4.3)

From (4.3), we deduce that there exists a subsequence of {un}, used the same notation, such that
un → u in L∞(0, T ;H2 ∩ V ) weak*,
unt → u′ in L∞(0, T ;H2 ∩ V ) weak*,
untt → u′′ in L2(0, T ;V ) weak*.

(4.4)

Applying the lemma compact embeding of Lions [7], there exists a subsequence {un}, used the same
symbol, such that {

un → u in L2(0, T ;V ) strongly,
unt → u′ in L2(0, T ;V ) strongly.

(4.5)

Because un is the unique weak solution of (Pn), so∫ T

0
⟨untt(t), w⟩φ(t)dt+ λ

∫ T

0
a(unt (t), w)φ(t)dt

+

∫ T

0
a(un(t), w)φ(t)dt+

∫ T

0
(Ŝnu

n)(t)a(un(t), w)φ(t)dt

=

∫ T

0
⟨f (t, un(t), unx(t), unt (t), (Snun)(t)) , w⟩φ(t)dt,

(4.6)

∀w ∈ V, ∀φ ∈ C∞
c (0, T ).

By (4.4)3 and (4.5)1 we get ∫ T

0
⟨untt(t), w⟩φ(t)dt→

∫ T

0
⟨u′′(t), w⟩φ(t)dt,∫ T

0
a(un(t), w)φ(t)dt→

∫ T

0
a(u(t), w)φ(t)dt,

λ

∫ T

0
a(unt (t), w)φ(t)dt→ λ

∫ T

0
a(u′(t), w)φ(t)dt.

(4.7)

We have to check the convergences

(i)
∫ T
0 (Ŝnu

n)(t)a(un(t), w)φ(t)dt→
∫ T
0 ∥ux(t)∥2 a(u(t), w)φ(t)dt,

(ii)
∫ T
0 ⟨f (t, un(t), unx(t), unt (t), (Snun)(t)) , w⟩φ(t)dt

→
∫ T
0

〈
f
(
t, u(t), ux(t), u

′(t),
∫ 1
0 u(y, t)dy

)
, w

〉
φ(t)dt.

(4.8)

Then, we need the following lemmas.
Lemma 4.1. The following convergences are con�rmed

(i)
∥∥∥Snu−

∫ 1
0 u(y, ·)dy

∥∥∥2
L2(0,T )

=
∫ T
0

∣∣∣(Snu)(t)− ∫ 1
0 u(y, t)dy

∣∣∣2 dt→ 0, as n→ ∞,

(ii)
∥∥∥Ŝnu−

∫ 1
0 u

2
x(y, ·)dy

∥∥∥2
L2(0,T )

=
∫ T
0

∣∣∣Ŝnu(t)− ∥ux(t)∥2
∣∣∣2 dt→ 0, as n→ ∞.

(4.9)
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Proof of Lemma 4.1 .

Proof (i). We note that

1

n

∑n

i=1
g
(
i−1
n

)
→

∫ 1

0
g(y)dy, ∀g ∈ C0 ([0, 1]) . (4.10)

Since u ∈ L∞(0, T ;V ) ↪→ L∞(0, T ;C0(Ω̄)), so the function y 7−→ u(y, t), a.e. t ∈ [0, T ] belongs to C0(Ω̄),
then,

(Snu)(t) =
1

n

∑n

i=1
u
(
i−1
n , t

)
→

∫ 1

0
u(y, t)dy, as n→ ∞. (4.11)

Note that

|(Snu)(t)| ≤
1

n

∑n

i=1

∣∣u ( i−1
n , t

)∣∣ ≤ 1

n

∑n

i=1
∥ux (t)∥ ≤M,∣∣∣∣∫ 1

0
u(y, t)dy

∣∣∣∣ ≤ ∥ux (t)∥ ≤M,
(4.12)

so ∣∣∣∣(Snu)(t)− ∫ 1

0
u(y, t)dy

∣∣∣∣ ≤ 2M, (4.13)

for all n ∈ N and a.e. t ∈ [0, T ]. Applying the dominated convergence theorem, we deduce that (i) is valid.
Proof (ii). By u ∈ L∞(0, T ;H2 ∩ V ), we have ux ∈ L∞(0, T ;V ) ↪→ L∞(0, T ;C0(Ω̄)). With the same

argument as in proof of (i), we have∥∥∥∥Ŝnu−
∫ 1

0
u2x(y, ·)dy

∥∥∥∥2
L2(0,T )

=

∫ T

0

∣∣∣Ŝnu(t)− ∥ux(t)∥2
∣∣∣2 dt→ 0, as n→ ∞. (4.14)

Lemma 4.1 is proved. □

Lemma 4.2: The following convergences are con�rmed

(i) ∥Snun − Snu∥2L2(0,T ) → 0, as n→ ∞,

(ii)
∥∥∥Snun −

∫ 1
0 u(y, ·)dy

∥∥∥2
L2(0,T )

=
∫ T
0

∣∣∣Snun(t)− ∫ 1
0 u(y, t)dy

∣∣∣2 dt→ 0, as n→ ∞.

(4.15)

Proof of Lemma 4.2 .

Proof (i). We note that

|Snun(t)− Snu(t)| ≤
1

n

∑n

i=1

∣∣un ( i−1
n , t

)
− u

(
i−1
n , t

)∣∣
≤ ∥un (t)− u (t)∥

C0([0,1])
≤ ∥un (t)− u (t)∥V .

(4.16)

By (4.5)1, we deduce from (4.16) that

∥Snun − Snu∥L2(0,T ) ≤ ∥un − u∥L2(0,T ;V ) → 0. (4.17)

Proof (ii). It follows from Lemma 4.1 (i) and (4.17) that∥∥∥∥Snun −
∫ 1

0
u(y, ·)dy

∥∥∥∥
L2(0,T )

≤ ∥Snun − Snu∥L2(0,T ) +

∥∥∥∥Snu−
∫ 1

0
u(y, ·)dy

∥∥∥∥
L2(0,T )

→ 0, as n→ ∞.
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Lemma 4.2 is proved. □
Lemma 4.3: There exists a subsequence of {un}, still denoted by {un}, such that

(i)
∥∥∥Ŝnun − Ŝnu

∥∥∥
C0([0,T ])

→ 0, as n→ ∞,

(ii)
∥∥∥Ŝnun −

∫ 1
0 u

2
x(y, ·)dy

∥∥∥2
L2(0,T )

=
∫ T
0

∣∣∣Ŝnun(t)− ∥ux(t)∥2
∣∣∣2 dt→ 0, as n→ ∞.

(4.18)

Proof of Lemma 4.3 . By (4.9)(ii), we obtain∥∥∥∥Ŝnun −
∫ 1

0
u2x(y, ·)dy

∥∥∥∥
L2(0,T )

≤
∥∥∥Ŝnun − Ŝnu

∥∥∥
L2(0,T )

+

∥∥∥∥Ŝnu−
∫ 1

0
u2x(y, ·)dy

∥∥∥∥
L2(0,T )

≤
√
T
∥∥∥Ŝnun − Ŝnu

∥∥∥
C0([0,T ])

+

∥∥∥∥Ŝnu−
∫ 1

0
u2x(y, ·)dy

∥∥∥∥
L2(0,T )

→ 0, as n→ ∞.

(4.19)

This implies (4.18)(ii) holds. We prove (4.18)(i) only.
By un ∈W (M,T ), we get that

un ∈ C0
(
[0, T ];H2 ∩ V

)
∩ C1 ([0, T ];V ) ∩ L∞(0, T ;H2 ∩ V ),

unt ∈ C0 ([0, T ];V ) ∩ L∞(0, T ;H2 ∩ V ),
∥un∥L∞(0,T ;H2∩V ) ≤M, ∥unt ∥L∞(0,T ;H2∩V ) ≤M.

(4.20)

Consider the sequence {hn} de�ned by hn = unx.
Then, by H1 ↪→ C0 ([0, 1]) ≡ E, we have {hn} ⊂ C0

(
[0, T ];H1

)
⊂ C0 ([0, T ];E) .

We shall show that there exists a subsequence of {hn}, still denoted by {hn}, such that

hn → ux strongly in C0 ([0, T ];E) . (4.21)

Using Ascoli-Arzela theorem in C0 ([0, T ];E), we shall prove that

(j) {hn} is equicontinuous in C0 ([0, T ];E) ,

(jj) For every t ∈ [0, T ], {hn(t) : n ∈ N} is relatively compact in E.
(4.22)

Proof (4.22)(j). For all t1, t2 ∈ [0, T ], t1 ≤ t2, ∀n ∈ N, by (4.20)(ii), we have

∥hn(t2)− hn(t1)∥E

=

∥∥∥∥∫ t2

t1

h′n(t)dt

∥∥∥∥
E

≤
∫ t2

t1

∥∥h′n(t)∥∥E dt
=

∫ t2

t1

∥unxt(t)∥E dt ≤
√
2

∫ t2

t1

∥unxt(t)∥H1 dt

≤
√
2 |t2 − t1| ∥unt ∥L∞(0,T ;H2∩V ) ≤

√
2M |t2 − t1| .

(4.23)

This implies (4.22)(j) holds.
Proof (4.22)(jj). By (4.20)(i), we have

∥hn(t)∥H1 = ∥unx(t)∥H1 ≤ ∥un(t)∥H2∩V ≤ ∥un∥L∞(0,T ;H2∩V ) ≤M. (4.24)
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Because the imbedding H1 ↪→ C0 ([0, 1]) = E is compact, then there exists a convergent subsequence of
{hn} (in E). This implies (4.22)(jj) holds.

From (4.22), we deduce that there exists a subsequence of {hn}, still denoted by {hn}, such that

hn → h strongly in C0 ([0, T ];E) . (4.25)

Due to C0 ([0, T ];E) ↪→ L2 (QT ) , we have that

hn → h strongly in L2 (QT ) . (4.26)

On the other hand, from (4.5)(i), we obtain

hn = unx → ux strongly in L2 (QT ) . (4.27)

It follows from (4.26) and (4.27) that h = ux, thus (4.21) is proved.
On the other hand, from (4.3), we obtain the following estimation∣∣∣Ŝnun(t)− Ŝnu(t)

∣∣∣ ≤ 1

n

∑n

i=1

∣∣∣∣∣unx ( i−1
n , t

)∣∣2 − ∣∣ux ( i−1
n , t

)∣∣2∣∣∣
≤ (∥unx (t)∥E + ∥ux (t)∥E) ∥u

n
x (t)− ux (t)∥E

≤
√
2 (∥unx (t)∥H1 + ∥ux (t)∥H1) ∥unx (t)− ux (t)∥E

≤ 2
√
2M ∥unx − ux∥C0([0,T ];E) .

(4.28)

Hence ∥∥∥Ŝnun − Ŝnu
∥∥∥
C0([0,T ])

≤ 2
√
2M ∥unx − ux∥C0([0,T ];E) . (4.29)

From (4.21) and (4.29), we obtain (4.18)(i) holds.
Lemma 4.3 is proved. □
Now, we continue the proof of (4.8).

Proof (4.8)(i). Note that
∣∣∣(Ŝnun)(t)∣∣∣ ≤ 2M2, we obtain

∣∣∣∣∫ T

0
(Ŝnu

n)(t)a(un(t), w)φ(t)dt−
∫ T

0
∥ux(t)∥2 a(u(t), w)φ(t)dt

∣∣∣∣
≤

∫ T

0
(Ŝnu

n)(t) |a(un(t)− u(t), w)φ(t)| dt

+

∫ T

0

∣∣∣(Ŝnun)(t)− ∥ux(t)∥2
∣∣∣ |a(u(t), w)φ(t)| dt

≤ 2M2 ∥φ∥L2(0,T ) ∥w∥V ∥un − u∥L2(0,T ;V )

+ ∥u∥L∞(0,T ;V ) ∥w∥V ∥φ∥L2(0,T )

∥∥∥∥Ŝnun −
∫ 1

0
u2x(y, ·)dy

∥∥∥∥
L2(0,T )

≤M ∥w∥V ∥φ∥L2(0,T )

[
2M ∥un − u∥L2(0,T ;V ) +

∥∥∥∥Ŝnun −
∫ 1

0
u2x(y, ·)dy

∥∥∥∥
L2(0,T )

]
.

(4.30)

It follows from (4.5)1, (4.18)(ii) and (4.30) that (4.8)(i) holds.
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Proof (4.8)(ii). We have∫ T

0
⟨f (t, un(t), unx(t), unt (t), (Snun)(t)) , w⟩φ(t)dt

−
∫ T

0

〈
f

(
t, u(t), ux(t), u

′(t),

∫ 1

0
u(y, t)dy

)
, w

〉
φ(t)dt

=

∫ T

0
⟨f (t, un(t), unx(t), unt (t), (Snun)(t))

− f

(
t, un(t), unx(t), u

n
t (t),

∫ 1

0
u(y, t)dy

)
, w⟩φ(t)dt

+

∫ T

0

〈
f

(
t, un(t), unx(t), u

n
t (t),

∫ 1

0
u(y, t)dy

)
−f

(
t, u(t), ux(t), u

′(t),

∫ 1

0
u(y, t)dy

)
, w

〉
φ(t)dt

= J̃1 + J̃2.

(4.31)

Proof J̃1 → 0. We note that∣∣∣∣f (t, un(t), unx(t), unt (t), (Snun)(t))− f

(
t, un(t), unx(t), u

n
t (t),

∫ 1

0
u(y, t)dy

)∣∣∣∣
≤ KM (f)

∣∣∣∣(Snun)(t)− ∫ 1

0
u(y, t)dy

∣∣∣∣ . (4.32)

Therefore, we deduce from (4.15)(ii) and (4.32), that

J̃1 ≤ KM (f) ∥w∥ ∥φ∥L2(0,T )

∥∥∥∥Snun −
∫ 1

0
u(y, ·)dy

∥∥∥∥
L2(0,T )

→ 0, as n→ ∞.

(4.33)

Proof J̃2 → 0. We have∥∥∥∥f (t, un(t), unx(t), unt (t),∫ 1

0
u(y, t)dy

)
− f

(
t, u(t), ux(t), u

′(t),

∫ 1

0
u(y, t)dy

)∥∥∥∥
≤ 2KM (f)

(
∥unx(t)− ux(t)∥+

∥∥unt (t)− u′(t)
∥∥) . (4.34)

Therefore, we deduce from (4.5) and (4.34), that

J̃2 ≤ 2KM (f) ∥w∥ ∥φ∥L2(0,T )

[
∥un − u∥L2(0,T ;V ) +

∥∥unt − u′
∥∥
L2(0,T ;V )

]
→ 0, as n→ ∞.

(4.35)

Thus, it follows from (4.31), (4.33), (4.35), that (4.8)(ii) holds. □
Finally, letting n→ ∞ in (4.6), we deduce from (4.7), (4.8), that u ∈W (M,T ) and satis�es∫ T

0
⟨u′′(t), w⟩φ(t)dt+ λ

∫ T

0
a(u′(t), w)φ(t)dt

+

∫ T

0

(
1 + ∥ux(t)∥2

)
a(u(t), w)φ(t)dt

=

∫ T

0

〈
f

(
t, u(t), ux(t), u

′(t),

∫ 1

0
u(y, t)dy

)
, w

〉
φ(t)dt,

(4.36)
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for all w ∈ V, φ ∈ C∞
c (0, T ), together with the initial conditions

u(0) = ũ0, u
′(0) = ũ1. (4.37)

Consequently, 
⟨u′′(t), w⟩+ λa(u′(t), w) +

(
1 + ∥ux(t)∥2

)
a(u(t), w)

=
〈
f
(
t, u(t), ux(t), u

′(t),
∫ 1
0 u(y, t)dy

)
, w

〉
, ∀w ∈ V,

u(0) = ũ0, u
′(0) = ũ1,

u ∈W (M,T ).

(4.38)

Furthermore, (1.7) and (3.59)4 imply that

u′′ = λ∆u′ +
(
1 + ∥ux(t)∥2

)
∆u+ f [u] ∈ L∞(0, T ;L2),

so we obtain u ∈W1(M,T ). The proof of the existence is completed.
Next, we are easy to prove the uniqueness of solutions of (P ).
Finally, we have the following theorem.
Theorem 4.4. Let (H1)− (H2) hold. Then there exist positive constants M, T > 0 such that

(i) (P ) has a unique weak solution u ∈W1(M,T ).
(ii) The solution sequence {un} of (Pn) converges to the weak solution u of (P ) in sense

un → u in L∞(0, T ;H2 ∩ V ) weak*,
unt → u′ in L∞(0, T ;H2 ∩ V ) weak*,
untt → u′′ in L2(0, T ;V ) weak ,
un → u in L2(0, T ;V ) strongly,
unt → u′ in L2(0, T ;V ) strongly .

(4.39)

Remark 4.5. The above method still holds for the problem (1.1)-(1.2) in which (Snu)(t) and (Ŝnu)(t)
are replaced by the following arithmetic-mean terms

(Snu)(t) =
1

n

n−1∑
i=0

u
(
i+θi
n , t

)
, (Ŝnu)(t) =

1

n

n−1∑
i=0

u2x

(
i+θi
n , t

)
, (4.40)

respectively, where θi ∈ [0, 1), i = 0, n− 1, are given constants.

5. Remark

We remark that the methods used in the above sections can be applied to the following problem
again, and we also obtain the same results as above.

(P̄n)


utt − λutxx −B

(
(S̄nu)(t), (Ŝnu)(t)

)
uxx

= f
(
x, t, u, ux, ut, (S̄nu)(t), (Ŝnu)(t)

)
, 0 < x < 1, 0 < t < T,

ux(0, t)− ζu(0, t) = u(1, t) = 0,
u(x, 0) = ũ0(x), ut(x, 0) = ũ1(x),

where λ > 0, ζ ≥ 0 are given constants, B, f, ũ0, ũ1 are given functions and (S̄nu)(t) =
1
n

∑n−1
i=0 u

2
(
i+θi
n , t

)
,

(Ŝnu)(t) =
1
n

∑n−1
i=0 u

2
x

(
i+θi
n , t

)
, θi ∈ [0, 1), i = 0, · · · , n− 1 are given constants.
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Moreover, we can prove that the weak solution of (P̄n) converges strongly in appropriate spaces to the
weak solution of the following problem

(P̄ )


utt − λutxx −B

(
∥u(t)∥2 , ∥ux(t)∥2

)
uxx

= f
(
x, t, u, ux, ut, ∥u(t)∥2 , ∥ux(t)∥2

)
, 0 < x < 1, 0 < t < T,

ux(0, t)− ζu(0, t) = u(1, t) = 0,
u(x, 0) = ũ0(x), ut(x, 0) = ũ1(x),

where ∥u(t)∥2 =
∫ 1
0 u

2(y, t)dy, ∥ux(t)∥2 =
∫ 1
0 u

2
x(y, t)dy.
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