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Abstract 

 

Renewable energy sources, as well as the studies being conducted regarding these energy sources, are becoming increasingly 

important for our world. In this manuscript, the daily energy production level of a small (15 MW) run-of-river hydropower plant 

(RRHPP) was estimated using the artificial neural network (ANN) model. In this context, the model utilized both meteorological 

data and HPP-related data. The input parameters of the artificial neural network included the daily total precipitation, daily mean 

temperature, daily mean water vapour pressure, daily mean relative humidity, and the daily mean river water elevation at the 

hydropower plant, while the only output parameter consisted of the total daily energy production. For the ANN, data from the 

four years between 2017 and 2020 were used for training purposes, while data from the first eight months of 2021 were used for 

testing purposes. Ten different ANN networks were tested. A comparison of the ANN data with the real data indicated that the 

model provided satisfying results. The minimum error rate was 0.13%, the maximum error rate was 9.13%, and the mean error 

rate was 3.13%. Furthermore, six different algorithms were compared with each other. It was observed that the best results were 

obtained from the Levenberg-Marquardt algorithm. This study demonstrated that the ANN can estimate the daily energy 

production of a run-of-river HPP with high accuracy and that this model can potentially contribute to studies investigating the 

potential of renewable energies. 
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1.  INTRODUCTION 

 

In our ever-growing and developing world, the need for 

energy is constantly increasing. Nowadays, electricity 

inarguably represents the most commonly used and 

indispensable form of energy. Electric energy can be 

produced from fossil fuel sources such as coal, oil, and 

natural gas, and renewable energy sources such as water, 

wind, and solar energy. As fossil fuels are limited in supply 

(with most forms of fossil fuels expected to be depleted in 

less than 100 years) and contribute to environmental 

pollution, environment-friendly alternative energy sources 

are becoming increasingly important. In both Turkey and 

around the world, fossil fuels have a significant share in 

electricity production as compared to renewable energy 

sources. According to the report on the share of different 

energy sources in world electricity production in 2020, the 

share of hydroelectric power plants is 16% [1]. 

 

Renewable energy sources have a considerably smaller share 

in electricity production than fossil fuels. In Turkey, natural 

gas is the energy source with the largest share in electricity 

production, while hydropower-based sources rank second. 

Turkey is a natural gas and oil importing country; this 

renders the effective use of hydro sources in Turkey even 

more important. Another noteworthy point is that as of the 

end of 2021, HPPs with dams have a 23.3% share in total 

installed power capacity. However, their share in total 

electricity production is only 12.3%. On the other hand, run-

of-river HPPs have an 8.2% share in installed power 

capacity, and a 4.6% share in electricity production [2,3]. 

Based on these data, it is possible to see that most dam and 

run-of-river HPPs in Turkey are operating below capacity. 

The production capacity of HPPs is directly related to the 

quantity of water. Therefore, meteorological parameters, 

such as the amount of precipitation, needs to be taken into 

account. These parameters are even more important for run-

of-river HPPs, which lack dams and use water directly. 

 

An evaluation of the literature shows that studies regarding 

run-of-river HPPs and dam HPPs generally focus on topics 

such as production capacity of reservoir [4-6]; climate 

change potential effects on the run-of-river plant [7]; water 

flow management [8]; estimating the water collection 

capacity and  the water elevation of dams [9,10]; determining 

the type of turbines most suitable for run-of-river plants 

Research Paper
Academic Platform Journal of Engineering and Smart Systems (APJESS) 11(2), 62-72, 2023

https://doi.org/10.21541/apjess.1223119
Received: 23-Dec-2022    Accepted: 30-Apr-2023
ISSN: 2822-2385

Attribution (CC BY) license https://creativecommons.org/licenses/by/4.0/ https://dergipark.org.tr/tr/pub/apjess



 

 

[11,12]; determining the optimal sizing of run-of-river 

plants; assessing the costs of small HPP projects [13-15]; 

management of the HPP [16-18]; and controlling HPPs with 

expert systems [19-22]. 

 

This study is genuine in terms of estimating the daily 

production amount of the RRHPP based on meteorological 

data. In the literature, we encountered a single study which 

modelled a dam HPP based on meteorological data [23]. 

However, no studies were encountered that estimated the 

production levels of run-of-river HPPs by using 

meteorological data. 

 

In this respect, this manuscript intends to bring a new 

perspective to current studies conducted on run-of-river 

HPPs. The paper is organized as described below. 

 

Chapter 1 provides an introduction to the research topic and 

the main objectives of the study. In chapter 2, the working 

principle of RRHPP is explained in detail. Section 3 presents 

technical data and information related exclusively to 

RRHPP. Chapter 4 offers a brief overview of artificial neural 

networks (ANN), which are used in the study to estimate the 

daily electricity generation level of RRHPP. In section 5, the 

methodology for using ANN to estimate daily electricity 

generation is explained in detail, and the results are presented 

and analyzed through tables and graphs. Finally, in chapter 

6, the conclusion is presented along with suggestions for 

future studies. 

 

2.  WORKING PRINCIPLE OF THE RUN-OF-

RIVER PLANTS 
 

Both run-of-river and dam HPPs operate depending on some 

energy conversion stages. Firstly, the potential energy in 

water is converted into kinetic energy. Then, the obtained 

kinetic energy is converted into mechanical energy, and 

eventually, the mechanical energy is converted into electrical 

energy. 

 

The process of electrical energy production in most of the 

run-of-river plants is conducted as follows: firstly, water 

from the river is transferred to a waterway by the use of a 

weir or a regulator, and then, it is carried into the forebay 

through the waterway. Using the penstocks, stagnant water 

collected in the forebay is transferred to a turbine, thus, 

causing blades of the turbine to turn along with a generator 

rotor which is connected to the turbine with a shaft. 

Accordingly, the conversion of potential energy stored in the 

water into kinetic energy is carried out by the penstock; the 

conversion of kinetic energy into mechanical energy is 

carried out by the turbines; and the conversion of mechanical 

energy into electrical energy is carried out by the generator. 

After amplifying the electrical energy obtained by the 

generator using transformers, it is fed to power transmission 

lines. The working principle of run-of-river plants is 

illustrated in the diagram shown in Figure 1. 

 

There are several equipment and intermediate stages used in 

the electricity production process in HPPs. Not going into 

details of electricity production process, we will be providing 

information about the alternators, turbines and power control 

systems considered to be one of the most important elements. 

 

The kinetic energy of the water falling from a higher level to 

a lower level through the penstocks is captured by the 

turbines and their blades convert the obtained kinetic energy 

into mechanical energy. Based on flow rate as well as the 

pressure of the water which will rotate the turbine in a plant, 

the turbine type to be used is selected. The rotating part in all 

turbines is known to be rotor, whereas the non-moving part 

is known to be spiral casing. Currently, there are three 

turbine types being used: Kaplan, Francis, and Pelton 

turbines. 

 

 
Figure 1. Energy production process in run-of-river plants. 
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According to the reference values, previously determined 

frequency and voltage values are continually adjusted and 

controlled. During the charging process of the generator, the 

turbine speed decreases. In order to bring the generator 

frequency and the turbine speed to the desired values, the 

water flow rate is increased by adjusting the valves and 

turbine wicket gates. Adjusting the valves and turbine 

wicket gates become necessary as the water flow rate is 

decreased in case of a decrease in generator charge. 

Nowadays, PID control systems are used to perform modern 

speed/rate controls. Such systems are being constantly 

monitored with the help of PLC-SCADA, and a database 

stores the relevant recorded data. 

 

Depending on their power capacity, HPPs are classified as 

large capacity (> 50 MW), small capacity (10-50 MW), 

mini capacity (0.1-10 MW), and micro capacity (< 0.1 MW) 

HPPs. 

 

The formulae for potential energy and kinetic energy are 

given as follows: 

 

𝐸𝑝 = 𝑚. 𝑔. ℎ          (1) 

 

𝐸𝑘 =
1

2
. 𝑚. 𝑣2          (2) 

 

where Ep represents potential energy (J); m represents the 

object’s mass (kg); g represents the gravitational 

acceleration (9.81 m/s2); h represents height (m); Ek 

represents kinetic energy (J); and v represents speed (m/s). 

The electric power generated by HPPs is calculated using 

the formula below:  

 

𝑃 = 𝜌. 𝑔. 𝑄. ℎ. ɳ          (3) 

 

where P represents electric power (W); ρ represents the 

specific density of water (1000 kg/m3); Q represents the 

flow rate of the water reaching the turbine (m3/s); h 

represents the net falling height (elevation difference 

between the inlet and outlet, m); and ɳ represents the 

system’s efficiency (total efficiency comprising the 

respective efficiencies of the penstock, turbine and 

generator, %). In case ρ is not used in the formula, the 

calculated power will be expressed in kW. 

 

3.  THE YALNIZCA RUN-OF-RIVER 

HYDROPOWER PLANT 

 

Filyos Yalnızca Energy run-of-river HPP is situated in 

Karabük province located within Western Black Sea region 

of Turkey. The plant was inaugurated in September 2009 

and has 15 MW installed power capacity consisting of three 

units with 5 MW power capacity each. 

 

Yalnızca Hydropower Plant is situated on Filyos (Yenice) 

River and receives water from a 2 km waterway passing 

through a tunnel. The penstocks diameter of the plant is 

found to be 2.75 m, whereas the length is found to be 43 m. 

The water flow rate via the penstocks is observed to be 25 

m3 per second. The water altitude of the forebay is 221.6 m, 

and the water altitude of tailwater channel is found to be 

199.2 m. The falling height or the net head of the plant is 

observed to be 22 m, on average. The alternators or the 

generators have nominal power of 5100 kW. The voltage, 

nominal current, revolution speed and frequency are found 

to be 6.3 kV, 550 A, 333.3 rpm and 50 Hz, respectively. The 

afore-mentioned HPP uses Kaplan type horizontal-axis 

turbines. As seen in Figure 2, the fully automated plant is 

monitored and controlled with the SCADA system. 

Geographically, the HPP is located at 41.1633 parallel north 

and 32.5176 meridian east. 

 

4.  ARTIFICIAL NEURAL NETWORKS (ANN) 

 

ANNs have been successfully used in learning, 

generalization, association, determining features 

classification and optimization. Using this technique, the 

information obtained from samples are recorded in the 

networks, and through the experiences, networks tend to 

give identical decisions in similar situations. Technically, 

the ANN, as its primary task, determines a set of outputs 

which meet input sets submitted to it [26]. 

 

 
Figure 2. Yalnızca RRHPP SCADA main screen. 
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The ANN comprises artificial neural neurons. The neurons 

are assembled in three layers namely input, hidden and 

output layers as shown in Figure 3. Data obtained from the 

surrounding and fed into the input layer are transmitted to 

the hidden layer. Every process element in the layer consists 

of only one output, which is sent to each process elements 

present in the next layer. The information obtained from 

input layer is initially processed and then transferred to the 

next layer. In each layer, there might be more than one 

process and more than one hidden layer. The data received 

from hidden layers are processed in the output layer, and the 

generated outputs are sent to outside world by the network 

[24-26]. 

 

 
Figure 3. Architecture of feedforward network [27]. 

 

As our previous article [28] and the literature already 

provide a significant amount of information regarding the 

ANN, we will only provide the sigmoid function, RMSE, 

R2, and MAPE equations in this context. Although there are 

several activation functions that can be considered, usually 

sigmoid function is used in the multilayer perceptron model. 

This function is expressed as follows [26]. 

 

𝑓(𝑥) =
1

1+𝑒−𝑥                                                                    (4) 

 

The errors that occur during the training and test phases are 

referred to as root mean square errors (RMSE): 

 

𝑅𝑀𝑆𝐸 = √
∑ (𝑡𝑗−𝑜𝑗)²𝑛

𝑗=1

𝑛
                                                     (5) 

 

Absolute fraction of variance (R2) and mean absolute 

percentage error (MAPE) are given as follows: [29-38] 

 

𝑅2 = 1 − (
∑ (𝑡𝑗−𝑜𝑗)

2𝑛
𝑗=1

∑ (𝑡𝑗)
2𝑛

𝑗=1

)                                                   (6) 

 

𝑀𝐴𝑃𝐸 =
1

𝑛
∑  

|𝑡𝑗−𝑜𝑗
|

𝑡𝑗

𝑛
𝑗=1 𝑥100                                           (7) 

 

where, o is the output value, t is the target value and n is the 

pattern number. 

 

The multilayer perceptron is part of the latent layered feed 

forward neural networks [39]. The performance of an ANN 

is significantly affected by the training algorithms, which 

optimize the biases and weights of the network based on the 

input-output pattern. Gradient methods and meta-heuristic 

methods are two commonly used types of training 

algorithms. Among the two, gradient methods are known to 

be effective, however, they have some drawbacks. One 

major disadvantage of gradient methods is that they can 

converge prematurely, and their performance depends 

highly on the initial positions and parameters. Additionally, 

gradient methods can become trapped in local optima. 

Typically, gradient methods initiate the optimization 

process with a solution, thus guiding it to an optimum. 

Although the convergence is known to be fast, the solution’s 

quality is greatly influenced by the initial solution. Mostly, 

the global optimum cannot be found using gradient method. 

Hence, meta-heuristic algorithms may be considered as 

alternative training algorithms. Different metaheuristic 

algorithms have been proposed by now. These algorithms 

can be listed as hybrid atom search optimization-simulated 

annealing (hASO-SA) [40], dragonfly [41], self-adaptive 

global best harmony search (SGHS) [42], cuckoo search 

algorithm [43], monarch butterfly optimization (IMBO) 

[44], particle swarm optimization and hybrid particle swarm 

optimization [45,46], grey wolf optimization [47, 48], 

dynamic group optimization [49], ant lion optimization 

[50], chimp optimization [51], grasshopper optimization 

[52], salp swarm [53], hybrid monarch butterfly and 

artificial bee colony optimization [54]. It is observed that 

the studies concentrate on the comparison of existing 

algorithms, improved algorithms or hybrid algorithms using 

various datasets. 

 

5.  ESTIMATION OF THE LEVEL OF ENERGY 

PRODUCTION WITH ANN 

 

The Yalnızca run-of-river HPP is a plant located on the 

Yenice River, which is formed by the merging of the Araç 

and Soğanlı Streams. These two streams originate within 

the Kastamonu province, and then flow through the 

Karabük province. The Araç and Soğanlı Streams cover a 

distance of approximately 90 km before reaching the power 

plant. The watershed areas of the Araç and Soğanlı Streams 

are 2843 km2 and 5102 km2, respectively. The amount of 

water reaching the plant is directly associated with the water 

flow of these two streams, which, in turn, are closely related 

to the meteorological parameters in the provinces of 

Karabük and Kastamonu. 

 

For this reason, while developing the ANN architecture, the 

input parameters of the model included daily total 

precipitation, daily mean temperature, daily mean water 

vapour pressure and daily mean relative humidity for both 

provinces, as well as daily mean river water elevation at the 

hydropower plant. On the other hand, the only output 

parameter of the model consisted of the total daily energy 

production. Meteorological data were obtained from the 

Provincial Meteorology Directorates of Karabük and 

Kastamonu, which are branches of the General Directorate 

of Meteorology, while data regarding river water elevation 

and energy production levels of the power plant were 

obtained from the Yalnızca power plant. Water elevation 

data was transferred to the power plant by a GPRS system 

located 5 km upstream on the river. Data obtained during 

the period between 2017 and 2020 were used as training 

data for the ANN, while data from the first eight months of 

2021 were used for testing purposes. Days during which 

technical issues at the power plant and/or meteorology 

centers caused data loss were not taken into consideration. 

Such days with data loss represented less than 3% of the 

total number of days. 
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The obtained data were normalized in such a way to have 

values ranging from 0.1 and 0.9. The formula used for 

normalization is given as follows: 

 

𝑉𝑁 = 0.8 × (
𝑉−𝑉𝑚𝑖𝑛

𝑉𝑚𝑎𝑥−𝑉𝑚𝑖𝑛
) + 0.1                                        (8) 

 

Where; VN is the normalized value, Vmin is the minimum 

value, V is the original value, and Vmax is the maximum 

value.  To determine the original value obtained from the 

normalized value, the formula used is given as follows: 

 

𝑉 =
𝑉𝑁(𝑉𝑚𝑎𝑥−𝑉𝑚𝑖𝑛)−0.1𝑉𝑚𝑎𝑥+0.9𝑉𝑚𝑖𝑛

0.8
                                  (9) 

 

Tables 1 and 2 provide examples of non-normalized and 

normalized data sets. 

 

In the study, the daily total precipitation was coded as DTP, 

the daily mean temperature as DMT, the daily mean water 

vapour pressure as DMWVP, the daily mean relative 

humidity as DMRH, and the daily mean river water 

elevation as DMRWE. Krb was used as the abbreviation for 

Karabük, and Kst was used as the abbreviation for 

Kastamonu. 

 

The network type was chosen as feed-forward 

backpropagation. Among different algorithms as well as 

intermediate layers, the best results were observed to be 

obtained from the algorithm known as Levenberg-

Marquardt (LM) having two hidden layers. The transfer 

functions selected were Tansig (Tan-sigmoid transfer 

function), Purelin (linear transfer function) and Logsig (Log-

sigmoid transfer function), and using these three transfer 

functions, similar results were obtained.  The ANN was 

trained using MATLAB software. 

Table 1. A sample of non-normalized dataset in Jan 2020. 

Date Krb 

DTP 

(mm) 

Krb 

DMT 

(ºC) 

Krb 

DMWVP 

(hpa) 

Krb 

DMRH 

(%) 

Kst 

DTP 

(mm) 

Kst 

DMT 

(°C) 

Kst 

DMWVP 

(hpa) 

Kst 

DMRH 

(%) 

DMRWE 

(cm) 

Prod 

(MWh) 

1 0.2 4.2 7.5 92 0 3.4 7.4 97.6 57.46 33.25 

2 0.8 2.6 6.3 88.6 0.4 1 5.7 88 64.29 25.53 

3 0 1.2 5.6 86 0 0.3 5.5 89.5 65.46 36.50 

4 0 1.3 5.8 89.3 0 0 5.7 93.6 67.71 41.58 

5 1.4 2.3 6.5 93.9 0.3 2.1 5.8 85.9 64.5 38.17 

6 0 0.8 6 96.5 0 -0.6 5.6 95.5 69.54 42.15 

7 5.7 2.5 7 98.5 0.1 2.1 6.8 98.4 69.12 42.38 

8 3.8 4.1 7.9 96.5 3.3 2.9 7.2 99 65.83 36.36 

9 1.8 1.3 5.7 86.5 2 0.7 5.7 90 68.29 40.46 

10 0 1.4 5.4 81.8 0 -1.1 5.1 90.5 69.12 41.14 

 

Table 2. A sample of normalized dataset in May 2020 

Date Krb 

DTP 

(mm) 

Krb 

DMT 

(ºC) 

Krb 

DMWVP 

(hpa) 

Krb 

DMRH 

(%) 

Kst 

DTP 

(mm) 

Kst 

DMT 

(°C) 

Kst 

DMWVP 

(hpa) 

Kst 

DMRH 

(%) 

DMRWE 

(cm) 

Prod 

(MWh) 

1 0.1049 0.1000 0.2810 0.1000 0.1196 0.1024 0.1147 0.1000 0.1073 0.1881 

2 0.7232 0.6370 0.5994 0.6083 0.6370 0.6326 0.6238 0.6348 0.6083 0.6525 

3 0.4629 0.6155 0.5041 0.4835 0.5536 0.5330 0.5206 0.5619 0.5948 0.5660 

4 0.2695 0.5496 0.5735 0.4316 0.5283 0.5207 0.4805 0.5396 0.6388 0.4680 

5 0.1000 0.3433 0.4023 0.1000 0.1737 0.1000 0.1479 0.1000 0.1000 0.1000 

6 0.6811 0.6347 0.5800 0.6368 0.6305 0.6095 0.6179 0.6326 0.6474 0.6811 

7 0.5889 0.7123 0.5444 0.5296 0.5938 0.5938 0.5790 0.5938 0.6037 0.6086 

8 0.4938 0.7523 0.6538 0.5185 0.6169 0.6662 0.6169 0.6046 0.5677 0.5062 

9 0.2059 0.2039 0.2137 0.2196 0.2118 0.2098 0.2176 0.2176 0.2216 0.2294 

10 0.2466 0.2279 0.2567 0.2735 0.2546 0.2642 0.2651 0.2638 0.2725 0.2914 

 

Table 3. The number of hidden layer(s) and neurons of the networks 

Networks Hidden Layer(s) Number Neurons Number in the First 

Hidden Layer 

Neurons Number in the 

Second Hidden Layer 

Network 1 1 10 - 

Network 2 1 15 - 

Network 3 1 20 - 

Network 4 1 25 - 

Network 5 1 30 - 

Network 6 2 13 5 

Network 7 2 21 3 

Network 8 2 15 4 

Network 9 2 16 2 

Network 10 2 30 3 

 

Hüseyin ALTINKAYA, Mustafa YILMAZ
Estimation of the Daily Production Levels of a Run-of-River Hydropower Plant Using the Artificial Neural Network

Academic Platform Journal of Engineering and Smart Systems 11(2), 62-72, 2023 66



 

 

There is no agreed rule in literature for determining the 

hidden layer and neuron numbers in these layers. However, 

researchers have proposed some approaches regarding the 

determination of these afore-mentioned numbers of hidden 

layers and neurons [55-59]. 

 

The ten networks which have different hidden layers and/or 

neurons were tested. First network had one hidden layer 

with 10 neurons; the second had one hidden layer with 15 

neurons; the third had one hidden layer with 20 neurons; the 

fourth had one hidden layer with 25 neurons; the fifth had 

one hidden layer with 30 neurons; the sixth network 

comprised two hidden layers having 13 neurons and 5 

neurons in the first and in the second layer, respectively; the 

seventh network comprised two hidden layers having 21 

neurons and 3 neurons in the first and in the second layer, 

respectively; the eighth network comprised two hidden 

layers having 15 neurons and 4 neurons in the first and in 

the second layer, respectively; the ninth network comprised 

two hidden layers having 16 neurons and 2 neurons in the 

first and in the second layer, respectively; the tenth network 

comprised two hidden layers having 30 neurons and 3 

neurons in the first and in the second layer, respectively. 

The number of hidden layers and neurons of the networks 

are shown in Table 3. 

 

Results obtained from the networks with one hidden layer 

were close to each other, while results from the networks 

with two hidden layers were quite different from each other. 

Statistical values of the ten networks are presented in Table 

5. 

 

Among the artificial neural networks trained using varying 

architectures, the ANN architectures which provided the 

best, the second-best and the worst results and consisted of 

two hidden layers having 16 and 2 neurons in the first and 

in the second layer (the ninth network), respectively; two 

hidden layers with 13 neurons in the first layer and 5 

neurons in the second layer (the sixth network); two hidden 

layers with 30 neurons in the first layer and 3 neurons in the 

second layer (the tenth network) were used, respectively. 

Architecture of the second-best and the best networks are 

illustrated in Figures 4 and 5. 

 

 
Figure 4. Architecture of the second-best ANN. 

 

 
Figure 5. View of the best ANN in Matlab. 

The common practice while training multi-layer networks 

using MATLAB environment is to initially split the data 

into three subsets as follows. The first subset used in order 

to compute the gradient as well as to update the network 

biases and weights, is the training set. The second subset is 

known to be the validation set. During the training process, 

the validation set error, which normally decreases in the 

initial phase of the training, is monitored. However, the 

validation set error starts increasing when the data are 

overfitted by the network. The network biases and weights 

are recorded at the minimum value of validation set error. 

While training the networks, test set error is not used. The 

test set error is used merely to compare different models 

[24]. Figure 6 shows the best (tenth) neural network 

regression results. These regression results represent the 

best results from 30 different trials using different random 

initial weights in each trial. 

 

 
          (a)     (b) 

 
          (c)     (d) 

Figure 6. The tenth neural network regression results: 

(a) Training, (b) Validation, (c) Test, (d) All 

 

For instance, Figures 7-9 are the graphical representations 

of the daily production levels in Jan, Apr and Aug 2021 

respectively.  

 

When actual values and ANN-derived values are compared, 

the min, max and mean error rates for daily production 

levels in January are found to be 0.41% (on Jan 4), 7.25% 

(on Jun 29), and 3.41%, respectively; for daily production 

levels in February, the min, max and mean error rates are 

0.65% (on Feb 11), 5.41% (on Feb 20), and 3.25%, 

respectively; for daily production levels in March, the min, 

max and mean error rates are 0.61% (on Mar 13), 6.44% (on 

Mar 5), and 3.28%, respectively; for daily production levels 

in April, the min, max and mean error rates are 0.13% (on 

Apr 21), 5.12% (on Apr 28), and 3.48%, respectively; for 

daily production levels in May, the min, max and mean error 

rates are 1.03% (on May 7), 4.73% (on May 21), and 2.48%, 

respectively; for daily production levels in June, the min, 
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max and mean error rates are 1.22% (on Jun 3), 5.64% (on 

Jun 23), and 2.91%, respectively; for daily production levels 

in July, the min, max and mean error rates are 0.58% (on Jul 

6), 9,13% (on Jul 20), and 4.90%, respectively; and for daily 

production levels in August, the min, max and mean error 

rates are determined as 0.18% (on Aug 7), 3.16% (on Aug 

16), and 1,36%, respectively. The error rates of daily 

production levels for first eight months of 2021 are given in 

Table 4. 

 

Table 4. Error rates by months 

Months Min (%) Max (%) Mean (%) 

Jan 0.41 7.25 3.41 

Feb 0.65 5.41 3.25 

Mar 0.61 6.44 3.28 

Apr 0.13 5.12 3.48 

May 1.03 4.73 2.48 

Jun 1.22 5.64 2.91 

Jul 0.58 9.13 4.90 

Aug 0.18 3.16 1.36 

 

The statistical values for ANN output of each network for 

training and test data are shown in Table 5. When MAPE 

values are considered, the ninth network has the highest 

MAPE values, while the tenth network has the lowest 

MAPE values. On the other hand, MAPE values of the 

networks with one hidden layer are usually close to each 

other and are observed to be in 5-6 range. When RMS, R2 

and MAPE values are observed in Table 5, the tenth 

network is found to be the best network. It is clearly 

indicated in Table 5 that the accurate statistical values of the 

process represent the tenth ANN model, and these values 

may predict daily production levels of ANN. 

 

In addition, five different algorithms apart from the LM 

algorithm are selected in the Matlab environment, and the 

training and test results were compared with the same data 

set. These algorithms are BFG (BFGS Quasi-Newton), RP 

(Resilient Backpropagation), SCG (Scaled Conjugate 

Gradient), CGB (Conjugate Gradient with Powell/Beale 

Restarts), GDX (Variable Learning Rate Backpropagation). 

The results obtained are given in Table 6. It is clearly seen 

that the best results among these algorithms are obtained 

from the LM algorithm. The results in the table show the 

best results from 30 different trials using different random 

initial weights in each trial. The statistical values for ANN 

output of each algorithm for training and test data are shown 

in Table 7. 

 

 
Figure 7. Daily production levels of Jan 2021. 

 

 
Figure 8. Daily production levels of Apr 2021. 
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Figure 9. Daily production levels of Aug 2021. 

 

Table 5. Statistical values of the networks 

Networks RMS training R² training MAPE training (%) RMS test R² test MAPE test (%) 

Network 1 0.030271 0.994243 5.781309 0.066026 0.987400 9.095667 

Network 2 0.033671 0.992582 5.811954 0.049437 0.992936 5.891360 

Network 3 0.036420 0.991917 6.659378 0.046493 0.993752 6.165773 

Network 4 0.025555 0.995609 5.886150 0.053759 0.991647 6.117854 

Network 5 0.032906 0.993328 5.644807 0.055559 0.991078 6.733954 

Network 6 0.024699 0.996333 5.538720 0.050675 0.992578 6.432624 

Network 7 0.035923 0.992301 6.317151 0.052849 0.991928 5.794437 

Network 8 0.081876 0.960463 10.387326 0.070208 0.985754 6.404879 

Network 9 0.137353 0.931282 20.617585 0.162874 0.915841 23.893251 

Network 10 0.009243 0.999946 2.873423 0.011517 0.999546 3.217632 

 

Table 6. The algorithms regression results 

Algorithm Training Validation Test All 

LM (Levenberg-Marquardt)  R=0.99368 R=0.99116 R=0.99247 R=0.99309 

BFG (BFGS Quasi-Newton) R=0.98662 R=0.95406 R=0.98945 R=0.98153 

RP (Resilient Backpropagation) R=0.98071 R=0.98521 R=0.98393 R=0.98211 

SCG (Scaled Conjugate Gradient) R=0.98154 R=0.99055 R=0.98066 R=0.98264 

CGB (Conjugate Gradient with Powell/Beale Restarts) R=0.98295 R=0.98473 R=0.9792 R=0.98258 

GDX (Variable Learning Rate Backpropagation) R=0.97293 R=0.98045 R=0.98026 R=0.97539 

 

Table 7. Statistical values of the algorithms 

Algorithm RMS training R² training MAPE training (%) RMS test R² test MAPE test (%) 

LM 0.009243 0.999946 2.873423 0.011517 0.999546 3.217632 

BFG 0.008271 0.999453 3.689555 0.037236 0.992544 3.811289 

RP 0.008036 0.999168 3.745125 0.037384 0.992436 3.853741 

SCG 0.008145 0.999237 3.692573 0.038136 0.992158 3.872589 

CGB 0.008243 0.999316 3.686782 0.038265 0.991768 3.886723 

GDX 0.007736 0.998785 4.875891 0.038244 0.991835 3.885692 

6.  CONCLUSION 

 

This study employed Artificial Neural Network (ANN) to 

estimate the daily production level of a run-of-river HPP 

based on meteorological data. A comparison of the ANN 

and the real data indicated that the model provides fairly 

satisfying results. The minimum error rate was 0.24%, the 

maximum error rate was 14.83%, and the mean error rate 

was 4.15%. The days with the highest error rates were 

observed for several days after very high daily total 

precipitation values occurred in Karabük and/or 

Kastamonu. We believe that these high precipitation days in 

these provinces were associated with highly variable 

quantities of water (and water flow), which in turn led to 
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significant variability in the production levels of power 

plant. 

 

We hope that the estimation of the daily energy production 

of a run-of-river hydropower plant based on meteorological 

data will bring a new approach and perspective. It was 

observed that ANNs can be successfully implemented in the 

modelling of complex and non-linear systems. Most 

hydropower plants are facilities with considerably high 

initial setup costs. Thus, in countries such as Turkey that 

make significant investments in run-of-river hydropower 

plants, the ANN approach could contribute to the conduct 

of the effective feasibility studies before investment 

decisions, and also to correct decision-making processes 

that minimize the loss of time and funds. 

 

In future studies, meta-heuristic algorithms will be used in 

the training of artificial neural networks. The data will be 

analyzed with different techniques. Also, we plan to 

develop a new ANN model that will allow for the estimation 

of a power plant’s efficiency and increase the efficiency of 

turbines. In this context, we are also planning to develop an 

on-line hybrid system that will operate in integration with 

the PID control system. In addition, we will consider 

performing similar modelling activities with the ANN for 

run-of-river hydropower plants in other regions, so that we 

may compare data for different plants, and further test the 

reliability of the model. 
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