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ABSTRACT

In this study, it is aimed to estimate seismic risk by Markov chain for Turkey, located between the longitudes of

36°42 N and the latitudes of 26°45E , using the earthquake data from the year 1901 to 2006. For this
purpose, the most possible transition matrix was found by the maximum entropy principle and then the
earthquakes in Turkey were tried to predict. Also, in a simulation study it was tested whether the prediction
model is correct and some first passage time distributions are geometric. Besides, it was observed that for the

earthquakes having magnitude M >4 and the time interval At = 0,07 year, the method yielded an

81,1% aftcast success rate for the entire catalog.
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1. INTRODUCTION

Turkey is a country which frequently comes across the
earthquakes in various magnitudes since it takes part on
the Alpine-Himalayan (Mediterranean) seismic belt,
one of the important seismic belts of the world.
Nowadays it is accepted that it is impossible either to
know where and when earthquakes occur, or to predict
surely in advance their magnitudes, and to prevent these
devastating natural events. However, the statistical
studies existing in the fields of geophysical, geological
and earthquake engineering show that we can only
probabilistically estimate the parameters of possible
earthquakes and the severity of ground motions they
created, by the years ahead. While the occurrence of
earthquakes can not be prevented, based on these
estimates it seems possible to take various measures
against earthquakes so that casualties and damage are
reduced to some extent. Keeping this in mind, it is
aimed to predict seismic hazard by Markov chain, by
means of earthquake occurrence data (magnitude

M >4 and from the year 1901 to 2006) of Turkey
between the longitudes of 36°42/N and the latitudes
of 26°45E .

In a recent study, using the data of years 1904-1992 for
the North Anatolian fault line earthquakes, two models
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are utilized and their results are compared, the Poisson
model having the assumption that for the seismic risk
analysis, the earthquakes are independent from the
times and places that they occurred, and the Markov
model based on the assumption that the earthquakes
indicate a dependence on the time dimension in
connection with the extreme value statistics and the
elastic rebound theory. According to this study, the
stochastic models examining the earthquake occurrence
only in time domain give different risk estimates for

earthquakes having magnitudes 4.5 <M <6.5,
while risk estimates for the earthquakes having

magnitudes M > 6.5 yield approximately the same
results [14]. In another study, Ozel and Inal [11] model
the number of aftershocks occurred within one month in
Turkey for the 94 destructive earthquakes between the
years 1903 and 2005, having surface wave magnitudes

MS > 5, by the compound Poisson process. Also in a

study by Giirlen and Kasap [6], it is tried to predict the
years of earthquake recurrence having various
magnitudes. When compared to the studies in which the
Poisson models used, it has been seen that the method
used in [6] generally gives better results for small
magnitude earthquakes, while the Poisson models give
more good results for the earthquakes having large
magnitude.

In the introduction section, the research problem is
stated. The methodology used for the analysis is given
in Section 2. In Section 3, the earthquakes occurring on
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Turkey are modelled by the Markov Chain and then the
obtained results are interpreted. Finally, some
conclusions and suggestions are contained in Section 4.

2. METHODOLOGY

In this section, the techniques that shall be used for the
analysis will be given. Accordingly, we will summarize
the methodology used for estimating the seismic risk.

2.1. Markov Chain

Modern probability theory studies random (stochastic)
processes for which the knowledge of previous
outcomes influences predictions for future experiments.
In this principle, it is thought when we observe a
sequence of chance experiments, all of the past
outcomes could influence our predictions for the next
experiment [5]. In 1907, A. A. Markov began the study
of an important new type of chance process. In this
process, the outcome of a given experiment can affect
the outcome of the next experiment [5, 1]. In other

PX, ., =jlX,=i,X =i,..X

n-1

for all j’s and i’s, and 7 = 0. By this definition, a
Markov chain is a sequence of random variables such

that for any n, the “next” state of the process X nil 18

independent of the “past” states X O,X 1,...,X
that is, the strong Markov property is to hold at

n-1>

randomly chosen times [3]. The probability PU is

called (one step) transition probability from state i to
state j. When the transition probabilities satisfy the

condition, P. =P., for all # >0, ie., they are

ij,n ij?
independent of the time parameter n, then the Markov
chain X = {Xn ‘n= 0,1,2,...} is said to be time-
homogeneous, or stationary [5,1]:
PX,. X, :i}:Pij,n :Pij s, jeS.
For the Markov chains, the transition probabilities are
arranged in a matrix form and the resulting matrix is

called the transition matrix of the chain. The elements
of a transition matrix hold the following conditions:

a) for any two states I, j € S, Py >0;and

byforall i€ S, Y P =1.
7

As it can be easily seen from the next theorem and
following corollary, the  joint  distribution

Xo» Xl ,...Xm can be completely specified for every

m once the initial distribution and the transition matrix
P are known [3].

:in—I’Xn :i}:P{Xn+1 :.]|Xn :l}:P

words, Markov chains are the stochastic processes
whose futures are conditionally independent of their
pasts provided that their present values are known [3].

Let X = {Xn n= 0,1,2,...} be a stochastic
process that has a finite or countable infinite state space
S. When Xn =1, we say that ‘the process is in state i

at time n’. The probability that the process is in state j in
the next time provided that its present state is i, is

denoted by Pij .

Let Iy,l;,...,I, |51, ] be the states of the process and
n=0. The
X = {Xn n= 0,1,2,...} is called a Markov chain
provided that

stochastic process

y.n

Theorem 211 Let X ={X, 6 :ne N} be a
Markov chain. For any m,n € N;m>1 and

Iylyyennd, €S,

PX,, =i,X,,=b,..X,, =,/ X =i}=F.F, .F

Corollary 2.1.1 For the Markov chain, let the initial
probability distribution 77, be given on the state space

S ie., let P{X, =i} =7m,(1) be forall i€S.

Then for m € N and me N ioailoizﬂ"jm es,

we have

PiX, =i, X, =i,..X, =1} :”O(io)pioi,pi,iz“pz

In some cases, it is needed to calculate the probabilities
for the transitions between distant times for Markov
chain. Thus, the following definition is given.

Definition 2.1.1. For any m € N , n-step transition
probability from state i to state j is given by

P{Xm+n
nehN.

=j|X,=i}=P"i,jeS,

Among the Markov chain characteristics, the first
passage times play an important role. For any two
states, the first passage time probability in n steps is
defined as follows and this probability is related to the
ever reaching probability.
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Definition 2.1.2. For any two states i and j, the first

passage time probability from i to j in n steps, f.(n) is

L

defined as
pyn=1
fij(n) = (=), 23 "
2Pty =23,
beE-{j}

0
L. _ (n) .
Definition 2.1.3. The value f}, = Z j s called
n=1
ever reaching probability, or reaching probability in
every step from state i to state j [3].

The following theorem reflects how to calculate the
steady state probabilities for the process.

Theorem 2.1.2. If X ={X, :n=0,1,2,...} is an

irreducible aperiodic finite state Markov chain, the
system of equations

7' P=r
7'l=1

has a unique positive solution. This solution is called
the limit distribution of Markov chain.

Definition 2.1.4. An important indicator of the first
passage times is the mean first passage time and for an
irreducible recurrent Markov chain, this quantity is
calculated as

1
My =1+ zpikﬂk,‘ or M =—[B]
k#j 7
2.2. Entropy

2.2.1. Introduction

Entropy measures the uncertainty of a collection of
events while probability measures uncertainty about the
occurrence of a single event [8]. In other words, entropy
is a measure of the uncertainty level for a system.
Occurrence probability of any event is an indicator of
whether or not this event occurs at a certain level of
uncertainty [4]. According to Shannon, who has done
studies on entropy, it can be mentioned to learn about an
event only in the case in which it includes an
uncertainty. Accordingly, the higher the likelihood of
occurrence of events does not bring more information,
on the contrary, the occurrence of unlikely events carry
more information [12].

For discrete random variables entropy is defined as
follows:

Definition 2.2.1. Let X be a random variable having the
values {xl 3 X5 50X, } and corresponding probabilities

p(x)=pX=x)=p,;i=12,.n.
The entropy of discrete random variable X is defined by

n
H(X)=H(p)=-c)_p,logp,

i=1
where C is an arbitrary positive constant and is taken as

¢ =1 when the logarithm base is 2. In addition, in
calculations it is assumed that lOgO =0 [9].

2.2.2. Maximum Entropy Principle of Jaynes

Shannon suggests making the entropy measure
maximum and choosing the distribution simultaneously
consistent with the average constraints. Let X be a

random variable having the values X, X,,..., X, with

Pr>Pases Py

respectively. Maximum Entropy Principle is a natural
extension of the Laplace's famous ‘insufficient reason
principle’ which assumes that uniform distribution is
the most satisfactory candidate of our knowledge when
we don’t know anything about the random variable X

corresponding probabilities

n
except p; >0 ¢ =12,.n)and Zpi =1.

i=1
According to Jaynes, if a distribution is chosen such
that its entropy is less than maximum entropy, this
reduction in entropy might have come from some
additional  information used  consciously or
unconsciously. However, in the case in which such
information is not given, it would not be right to use the
distribution having less entropy. Thus, only the
distribution having the maximum entropy should be
used [4].

2.2.3. Entropy and Markov Chains
Let i, ] € S be the states of Markov chain, D, be the

probability of 7, and P, (j) = pij be the conditional

probability of j given i. For the Markov chains the
entropy is denoted by /1 (S) and is defined by

H($)==3p, 3 p.(Dlog.p, ().

3. APPLICATION TO EARTHQUAKE DATA

3.1. Aim and Content of the Application

In this section, it is intended to estimate the seismic risk by
using Markov chains on the basis of the statistical analysis of
the earthquakes in Turkey. For this purpose, a similar study
that was done by Nava et al. [6] for Japan is done for Turkey

and the results obtained are evaluated.
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3.2. Application Data and Procedure
In the seismic risk assessment, generally it should be

chosen a threshold magnitude M , such that

M>M . for the large and destructive earthquakes.
For all regions the threshold magnitude is taken as
M = 4, in conformity with our observations that
there might be many people died and homeless in fact
in the case of an earthquake of magnitude 4 in the East
Anatolia Region owing to weak building structure.
Therefore, in our study, we have used the seismic data
having magnitude M >4 of the earthquakes in
Turkey between the longitudes of 36°42N and the
latitudes of 26°45FE . Historical data belong to the
years 1901-2006 and are received from Bogazici
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Map 3.1 Separation of regions of Turkey for the study.

Given a seismic catalog and a starting time, during each
time interval Af, the state of each rth region § , can

have one of two values: 0 or 1, corresponding,
respectively, to the absence or presence in it of the
earthquakes with magnitude larger than or equal to the

threshold value M ro .

divided into four regions, there are 2*=16 states which
can be encountered. Hence the set of all possible states is

S =1{0,1,2,...15}.

In this study, since Turkey is

For a given interval Af, if there are no earthquakes in
any region, we write 0000 for the state 0, if there is
earthquake(s) only in region 1, we write 1000 for the
state 1, if there is earthquake(s) only in region 2, we
write 0100 for the state 2, ..., and if there is (are)
earthquake(s) in all regions, we write 1111 for the state
15, and the regions and corresponding states can be
shown as follows:

State Region

0 = 0 0 0 0
1 = 1 0 0 0
2 = 0 1 0 0
3 = 1 1 0 0
4 = 0 0 1 0
5 = 1 0 1 0
6 = 0 1 1 0
7 1 1 1 0
8 0 0 0 1
9 1 0 0 1
10 0 1 0 1
11 1 1 0 1
12 0 0 1 1
13 1 0 1 1
14 0 1 1 1
15 = 1 1 1 1
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A parameter that should be chosen in such an
application is the time interval Af which is used to

determine the system states. For a too small Af , state 0
(no earthquakes in any region) will be the most frequent
one, so that the transition 0 to 0 will be dominant, and

other probabilities different from p , may be so small
as to have no forecasting value. Conversely, for a too

large At state 15 (earthquakes in all regions) will be
more frequent than any other, so that the transition 15 to
15 will be dominant, and all probabilities different from

D515 may be so small as to have no forecasting value.

The matrix of transition frequencies:

=
8]

67
13
34
15

)
S
oW
o B w
o
—_ )
o ® o
o ™

S
-

10 3
11
18

O = T S e

N OO W= N W A A W
—_ O = = N = = = W N W»n
N - O O = = © O 0 W W W un

N OO O W s W

The transition matrix:

[0,5519
0,4195
0,3122
0,1639
0,2907
02115
0,1233
0,0364
0,4286
0,0588
0,3200
0,1351
0,1818
0,1000
0,0455

10,0435

0,1385
0,1782
0,1058
0,0656
0,1628
0,0962
0,0548
0,0455
0,1429
0,1765
0,0800
0,0270
0,2727
0,0000
0,0000
0,0870

0,1288
0,0747
0,1799
0,1230
0,0814
0,1923
0,1507
0,1636
0,0714
0,1765
0,1600
0,0811
0,0000
0,0000
0,0000
0,0870

0,0269
0,0747
0,0688
0,1475
0,1163
0,0577
0,1918
0,1727
0,1071
0,0588
0,0800
0,1622
0,0909
0,2000
0,0455
0,0870

0,0558
0,0460
0,0847
0,0574
0,0581
0,0385
0,0822
0,0455
0,0357
0,0588
0,0400
0,0541
0,0909
0,1000
0,0000
0,0435

0,0154
0,0575
0,0212
0,0410
0,0349
0,0962
0,0411
0,0818
0,0000
0,0000
0,0400
0,0270
0,0000
0,0000
0,0455
0,0870

0,0192
0,0172
0,0529
0,0820
0,0581
0,0192
0,0822
0,1091
0,1071
0,0588
0,0800
0,1081
0,0000
0,3000
0,1364
0,0000

0,0115
0,0747
0,0794
0,1639
0,0930
0,1154
0,0959
0,1455
0,0357
0,1176
0,0800
0,1081
0,0909
0,0000
0,1364
0,2609

3.3. Markov Chain Analysis

In the first part of the application, after the estimation of
transition matrix, it has been proceeded to the stages of
analyzing the information obtained and the
interpretation. In the stages of analysis, Microsoft
Excel, WinQSB-Markov Process, Q-Basic, and Matlab
programs are used.

SR == =)
EN

=R = N S ]
A W O = BN N =

0,0173
0,0057
0,0317
0,0082
0,0465
0,0385
0,0274
0,0091
0,0000
0,0000
0,0000
0,0270
0,0000
0,0000
0,0455
0,0000
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In addition, for a given catalog length, increasing Af
diminishes the number of sampled transitions, and

makes estimates of P less robust [10].

In order to determine the parameter Af, it has been
benefited from Maximum Entropy Principle and has
been observed that the most suitable transition matrix
corresponding to the year Af = 0,07 is the most
fitted to our objective. From the data, the matrix of

transition frequencies and transition matrix are
estimated as follows:

©C O = O N O = OO N = =B BN
N RO O R = = O QR WO R WD W
AW = =N = O O k= O = kO OO

S~ 0O 0 = 0 S O = NN A~ =0
el S = = L =T oS B oS
S = OO = O = O N O == O = W
SO = OO0 OO - NO = O N~
=R A =R = e R S A S L I

0,0038
0,0115
0,0053
0,0082
0,0116
0,0000
0,0274
0,0091
0,0000
0,1176
0,0400
0,0000
0,0909
0,0000
0,0909
0,0435

0,0135
0,0115
0,0212
0,0328
0,0116
0,0192
0,0274
0,0000
0,0000
0,0588
0,0000
0,0541
0,0000
0,1000
0,0000
0,0000

0,0058
0,0115
0,0159
0,0328
0,0000
0,0577
0,0548
0,0545
0,0000
0,0588
0,0400
0,1081
0,0000
0,0000
0,1818
0,0870

0,0058
0,0057
0,0000
0,0082
0,0116
0,0000
0,0000
0,0182
0,0000
0,0588
0,0000
0,0270
0,0000
0,0000
0,0455
0,0000

0,0038
0,0057
0,0000
0,0164
0,0000
0,0192
0,0000
0,0182
0,0357
0,0000
0,0000
0,0000
0,0000
0,1000
0,0000
0,0000

0,0000
0,0000
0,0000
0,0328
0,0116
0,0000
0,0137
0,0364
0,0000
0,0000
0,0400
0,0541
0,0909
0,1000
0,1364
0,1739

0,0019]
0,0057
0,0212
0,0164
00116
0,0385
0,0274
0,0545
0,0357
0,0000
0,0000
0,0270
0,0909
0,0000
0,0909
0,0000 |

3.3.1. Chi-Square Analysis

For the goodness-of-fit test of the transition matrix, it
has been conducted a chi-square analysis after the
simulation study. In the simulation study with the same
total frequency, we obtained the following expected
frequencies, and observed frequencies from data:
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Expected Frequencies

(281 67 70 11
69 31 19 13
58 25 46 17
2 4 15 18
32 17 9 13
9 4 6 2
9 3 12 10
2 8 17 21
9 6 1 1
1 4 5 0
9 1 4 2
1 0 6 5
4 3 0 1
3.0 0 1
30 0 1
|1 4 3 0

GU J Sci., 24(2):263-274 (2011)/ Serpil UNAL'*, Salih CELEBIOGLU'

388 3 9 11
8 5 3 14 2
15 6 14 12 4
9 3 6 20 1
6 5 5 6 1
1 4 0 6 1
7 3 3 6 0
6 3 15 15 2
00 4 1 0
1 0 0 0 O
302 3 0
32 4 2 1
300 2 0
0O 0 0 0 O
0 0 3 4 1
21 0 6 0

NN = O = =00 NS O = = N =

SO O OO = O = O O = = = L © &~

W AN © O N == O NN WO NS RO

H o - Estimated transition matrix fits the data.

H | - Estimated transition matrix does not fit the data.

From the chi-square analysis, we have

o= 75,53206
Xoo0s = 113,145
Conclusion: | HAccept

Moreover, by the consideration of the observed and
expected frequencies, we conclude that, we have an
81,1 % aftcast (forecast of data already used to evaluate

O WO OO0 OO0 =00 W= O N Wm

S O R, OO0 0 0 0 = O = O WwWwo o~

_— NN O R WO O N0 WW o o0

O = O N = O O N AW =N ===

Observed Frequencies

72 67 14 29 8 10 6 9 2 7 3 3 2 0 1
31 13 13 8 10 3 13 1 2 2 2 1 1 0 1
20 34 13 16 4 10 15 6 1 4 3 0 0 0 4
8§ I5 18 7 5 10 20 1 1 4 4 1 2 4 2
14 7 10 5 3 5 8 41101011
510 3 2 5 1 6 20130102
4 11 14 6 3 6 222 4001 2
S 1819 5 9 12 16 1 1 0 6 2 2 4 6
4 2 3 1 0 3 1 0000O0O0T1O01
33 1.1 0 1 2 02111W0°00O0
2 4 2 1 1 2 2 01010010
1 3 6 2 1 4 4 102 410 21
30 1 1 0 O 1 01 0O0O0OO0OTI11
o 0 2 1 0 3 0 0O0T1O0O0O0T1T1O0
o o0 1 o0 1 3 3 12041032
2 2 2 1 2 0 6 0102004 0]

the hazard) success rate in the average for the entire
catalog (period). Some of the first passage time
distributions observed are given below and their
goodness-of-fit to the geometric distribution is tested by
chi-square analysis.

H o - Transitions have a geometric distribution with
success probability p .

H | - Transitions do not have a geometric distribution
with success probability p .
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Table 3.1 The observed distributions of the first passage time from state I to state j .

269

pg" " x=0,12,.15

i=1j=1 i=2,j=2 i=0,j=1
Period | Frequency Period | Frequency .
Period | Frequency
1 31 1 34
3 21 2 14
4 13 i ?0 3 14
6
5 7 3 3 4 10
6 11 3 10 5 9
7|8 7 11 6 4
8 9 g 3 7 9
9 6 9 3 8 5
10 8 10 5 9 4
11 2 11 10 10 3
12 7 12 1 11 6
13 4 13 4 12 4
14 3 14 4 13 3
15 4 15 5 14 4
16 2 16 P 15 2
17 1 17 B 17 1
18 4 18 b 18 1
19 3 9 1 19 1
26 3 20 1 24 1
28 1 23 1 26 1
29 2 25 3 28 2
31 1 26 ) 31 1
32 1 30 B 32 1
33 1 47 1 37 1
34 1 29 1 39 1
51 1 30 1 52 1
2 |1 53 1
7 |1 59 |1
60 |1 65 |1
Mean= 8,618497 Mean = 7,87766 Mean= |7,788618
p= 0,11603 = 0,126941 = 0,128392
2 2
New= 17,03349 16,44363 You™= 15,60683
2 2 2
X005 = 196751 Xi00s = 1671 Xiooos =| 183
Conclusion: H , Accept Conclusion: H , Accept Conclusion: H , Accept
.y 15
3.3.2. The Probabilities of at least k earthquakes
occurrence X ~ b(x;] 5;p)=1\x
From the chi-square analysis, it has been seen that the
distributions of the first return times to the states 1 and 0;d.h.

2 are geometric distributions with success probabilities

b= 0,1160 and P, = 0,1269 , respectively.

Let X be the number of periods in any year in which
occur. Since there are approximately

earthquakes

365
25,5

= 15 periods in a year, we have
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Table 3.2 Probabilities of at least k periods of
earthquakes occurrence in a year for the states 1 and 2.

Probability of at least k periods
States of earthquakes occurrence
0,8428
0,5332
0,2487
0,0869
0,0232
0,8695
0,5848
0,2951
0,1126
0,0330

b

N[ =W —

3.3.3. Regional Transition Probabilities

From the transition probability matrix, it is possible to
obtain the conditional probabilities of earthquake
occurrence in region L given that the system is in state ¢
as follows:

p, =Pr(L|1)= Zpij (3.1)
JjoL

where j D L indicates that state j involves
earthquake occurrence in region L, and in general

> py #1100
L

In consequence, the matrix of transition probabilities
from states to regions is obtained as follows:

Region(L)
0207692 0,207692  0,113462 0051923
0419540 0270115 0212644 0,057471
0317460 0439153 0,259259  0,095238
0491803 0,631148 0418033  0,155738
0430233 0,383721 0279070 0,104651
0480769 0,500000  0,326923 0173077
0493151 0643836 0,342466  0,178082
0581818  0,736364  0,509091  0,200000
0357143 0357143 0250000  0,071429
0520412 0529412 0294118 0294118
0,360000  0,480000  0,280000  0,120000
0459459 0,702703 0405405 0297297
0636364 0363636 0,363636 0272727
0,300000  0,700000  0,600000  0,300000
0,590909  0,727273  0,590909  0,590909
10,652174 0695652 0,565217  0,304348

State ()

From the above matrix, for example, looking at the line
9, we can observe that in the case in which an
earthquake occurs only in the region 4 in any period

(with length Af = 0,07 year) the probabilities of

earthquake occurrences in each region for the next
period are low. Hence, in a sense we can achieve the
result that any earthquake in the region 4 does not
trigger much more the earthquakes which may occur in
the other regions. Besides, the aftcasts of regional
activity have a 92,35% success rate in the average and
those of activity in the highest probability region about
93,52% success rate.

3.3.4. Limit distribution
The limit distribution of the Markov chain is found to
be:

T o= (0.3455 0,1160 0,1260 0,0815 0,0573 0,0348 0,0487 0,0736 0,0187 0,0114 0,0167 0,0248 0,0073 0,0067 0,0148 0,016() .

WinQSB package program stated that the system can
reach to this steady state period on the average, after 22
periods (a period in excess of approximately 1,5 years).
This limit distribution can be interpreted as, in the long-
run there will be no earthquakes in all the regions in
34,6% of the time, there will be earthquake(s) only in
the region 1 in 11,6% of the time, ..., and there will be
earthquake(s) (affecting) in all the regions in 1,6% of

the time, where the length of a period is

At = 0,07 year.

For Markov chains, the ratio 7[(/()/7[(]) can be
interpreted as the expected number of visits to &
between two visits to j [3]. Under this interpretation, we
can evaluate the following matrix:
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For example, the element in the 5th row and 13th
column of this matrix can be interpreted as ‘we expect
that Markov chain passes approximately 8 times to state
4 between the transitions to state 12°. In terms of
carthquakes, it is possible to interpret it as follows:
between the two earthquakes occurred only in the
region 3, it is expected approximately 8 earthquakes in
the regions 3 and 4 occurring simultaneously.

[1,0000 29795 2,7411 42389 60243 99371 7,0871 46910 18,5050 30,3310 20,7220 13,9280 47,0140 51,7760 23,2770 21,5310 |
03356 1,0000 09200 14227 20219 33352 23787 15745 62108 10,1800 69551  4,6746 157790 17,3780 7,8126  7,2264
03648 1,0870 1,0000 1,5465 2,1978 3,6253 25855 17114 6,7510 11,0660 7,5600 50811 17,1520 18,8890 84921  7,8549
0,2359 10,7029 0,6466 1,0000 14212 23442 1,6719 1,1067 43654 7,1554 48886 3,2856 11,0910 12,2140 54913 50793
0,1660 04946 04550 0,7036 1,0000 16495 1,1764 0,7787 3,0717 50349 34398 23119 7,8041 85946 3,8639  3,5740
0,1006 02998 002758 04266 06062 10000 07132 04721 18622 3,0523 20853 14016 47311 52104 23425  2,1667
0,1411 0,4204 03868 0,5981 0,8500 14021 1,0000 06619 2,6111 42798 29239 19652 0,0038 73057 32844  3,0380
02132 0,6351 0,5843 0,9036 1,2842 12,1183 1,5108 1,0000 39447 64658 44174 29690 10,0220 11,0370 49621  4,5898
0,0540 0,1610 0,1481 02291 03256 0,5370 03830 02535 1,0000 16391 1,1198 07527 2,5406  2,7980 12579  1,1635
0,0330  0,0982 0,0904 0,1398 0,1986 03276 02337 0,1547 06101 10000 06832 04592 15500 1,7070  0,7674  0,7099
0,0483 10,1438 0,1323 0,2046 002907 04795 03420 02264 0,8930 14637 1,0000 06721 22687 24986 1,123  1,0390
0,0718 02139 0,1968 0,3044 04325 0,7135 055089 03368 13286 2,1778 14879 1,0000 33756 3,7175 1,6713  1,5459
0,0213 00634 0,0583 0,0902 0,1281 02114 01507 0,0998 03936 0,6452 04408 02962  1,0000 1,1013 04951 04580
0,0193 0,575 0,529 00819 011164 0,1919 01369 0,0906 03574 0,5858 04002 02690 009080 10000 04496 04158
0,0430 0,1280 0,1178 0,1821 02588 04269 03045 02015 0,7950 13030 08902 05983 20197 22243 1,0000  0,9250

| 0.0464 0,1384 01273 0,1969 02798 04615 03292 02179 08595 14087 09625 06469 2,1836 24048  1,0811  1,0000 |
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3.3.5 Estimated Distribution of Earthquakes in Turkey
in Future Times

In this section, using 2006 as the beginning year, it has
been made the predictions of earthquakes in Turkey in
the future years. Hence, using the initial distribution
from the observations of the year 2006,

T = (0,0000 0,0714 0,1429 0,0714 0,0714 0,0714 0,2143 0,1429 0,0714 0,0714 0,0000 0,0000 0,0000 0,0714 0,0000 0,0000)
0

and n, the number of periods after the year 2006 such
that 2006+ 0,07 year x n, the distribution of

earthquakes in the period n, 77, is given by

T, =T, P’ ; n=1,2,....

The following table gives the estimated distribution of
earthquakes in the next five periods from the beginning
of 2006.

Table 3.3 Estimated distributions for the first five periods from 01.01.2006.

2006+

0,07yearf0,196 10,009 {0,133 {0,130 {0,006 {0,040 0,009 {0,010

0,019

0,002 10,003 0,003 0,001 {0,002 {0,002 {0,002

2006+

0,14yearf0,278 10,103 {0,127 {0,101 {0,006 {0,004 0,006 {0,009

0,002

0,001 0,002 0,003 0,001 {0,001 {0,002 {0,002

2006+

0,21yearf0,312 0,109 {0,126 {0,009 {0,006 0,004 0,005 {0,008

0,002

0,001 0,002 10,003 0,001 {0,001 {0,002 {0,002

2006+

0,28year(0,329 0,113 {0,126 {0,009 {0,006 0,004 0,005 {0,008

0,002

0,001 0,002 0,003 0,001 {0,001 {0,002 {0,002

2006+
0,35year|0,337

0,114 0,126 ]0,008 {0,006 {0,004 0,005 0,008

0,002

0,001 0,002 10,003 0,001 {0,001 {0,002 }0,002

According to the estimation of first period, between
01.01.2006-25.01.2006 (At = 0,07 year, about 25.5
days), the probability that there are no earthquakes

having magnitude M > 4 in any region is 19,57%,
earthquake(s) only in region 1 is 0,9%, ..., and
earthquake(s) (affecting) all the regions is 0,2%.
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3.3.6. Mean first passage times

Table 3.4. Mean first passage times from state I to state ] .

P il s :
| Hy J Hy J s ; i
0 38043 i 3,6340 L) ST
o 1 8.6235 1 90,3821 o 2.1782
1 B.7826 > 28131 - —orac 1 10,1413
2 83918 2 Bl 2 7,333 3 3973
2 = 3 14,0408 3| 13.8617 2 LERTE
3 14,9951 e = 3 12 7628
T e 1 17,6448 ) 16.9003 : e
= S0 3 30,1896 5 | 312373 : 309134
F 331087 6 22,8126 6 | 217871 = 4,52
ol 7 1 . 7 15,0044 s 1| 156712 G0 1105
- 1 & | 53.0360 5| stesiy LB
9 | 1005710 S| 99,5470 Lfeesods 5 | 98.7370
T 10 39.5730 10 580788 LETL
10 39,5740 = = — 10 379833
- 11 46,3994 11 159630 e
11 472016 . ek 11| 439827
L 12 137.1280 12 137.92090 YT
12 137.5020 3 = 2 37.9290 12| 1360650
3 166.1210 S 2 13| 166.3180 13| 163.1360
14 83,0862 14 14 | 81.8157 14 | 777902
15 65,6818 15 15| 63.6081 15 | 62.8307
il il s .
J Ay J H iJ My ] ;i
[ 47858 0 0 52739 ] 58770
1 88975 1 1 10,1828 1 10,4870
E LA 2 2 3.1564 2 50734
2 CilE 3 3 11.7359 3 | 116700
1 1r:_lfi53 1 1 16,9679 3 17,6180
5 iJ--_u;-F 3 5 30,3033 3 28,7800
f 1!@::-5 & [ 20,5125 6 19,6040
iy - 5|1 7 14.6733 7 13,5770
i3 51,0702 e 51,3060 S = 9057 T 538160
9 99,0530 9 1003380 5 571055 5 | 982360
1? 39.)3-9 10 3?35%33 10 58,1904 10 59,7480
11 46.4.—_28 11 43,5794 11 330138 11 424110
1? 1:?.._7951 1:- .31.-._.-_6151 12 1372060 12 1345400
1.‘ 16-._‘9:9;_' 3 1'5:.-'31... 3 1658210 3 152 6900
L el 14 L 14 | 79376 14 | 76.5060
3 3.9913 15 61.9836 5 62,3866 5 | 599130
Ty 1 1 i | J ia il u,
] 3,7168 ] 35,4353 0 4.3038 0 5,3911
1 9.0650 1 E.8310 1 5.7383 T 1 105760
3 7 7.9901 2 80818
3 3 3 2 5.8230
3 3 13,5200 3 13,6310 3 11.9500
3 3 17.3310 4| 176970 3 [ 175270
5 3 31,6380 5 30,6600 5 106630
5 6 11,1340 6 21,0400 § | 19,7300
g 7 o7 14,5260 w7 Doids 7 | 143830
8 8 8 33.3090 8 | 519210
5 | 100,3500 ] g 96,1330 9 | 98.0400
10 | 60,0060 10 10 39,9750 10 | 56,6140
11 46.7070 11 11 44 3130 11 103110
12 | 138,0400 | 12857 13 | 137.2400 13 [ 1331500
3 | 160,5900 3 166 4700 3 166.4200 3 | 1659700
14 | 81.5920 14 80,7160 14 78,6680 14 | 754940
5 | 63,0780 3 £4,1440 15 64,5420 15 | 61,8390
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Table 3.4. (Continued) Mean first passage times from state I to state J .

i J My i | J A i J i i | J Ay
0 4,9972 0 3.6684 0 ,2423 0 6.0479
i 80235 1 11,034 1 11,0640 10,2710
2 9.6276 2 95711 2 0.6167 2 £.8162
3 13 3950 3 | 11,120 3 13.0650 3 12,7920
4 17,0620 4 | 16,6090 3 12.6100 4 17,9310
5 31,352 5 31,6010 3 10 8630 3 28,4310
f 22,6060 6 | 15,0240 3 18,6400 6 21,3160

7 14,7810 13 7 [ 159110 7 13,3430 15 | 7 11,8700
] 53,6700 B | 53.2780 14 =3 snoze0 B 53,1790
9 89,9360 9 981170 ) 28 5100 9 03,9530
10 60,1770 10 | 33,2460 10 505470 10 59.9640
11 45,0950 11 | 443540 11 35,3540 11 39,8140
12 | 136.0700 12 [ 1370400 12 | 1287200 12 135.2900
13 | 166.2800 13 | 1498400 13 | 166.0300 13 163,6000
14 | 732720 14 | 71.8060 11 | 673800 14 66,2230
15 58,5040 5 | 63.7450 5T 566730 15 62,3180

For example, if it needs to interpret L, = 8,7826,

so it is expected to pass 8,78 periods (about 9 periods),
ie., (8,78 * 25,5 = 223,96 days) until the first
earthquake occurrence only in the region 1, given that
there no earthquakes in any region.

4. CONCLUSIONS AND SUGGESTIONS

In the earthquakes Erzincan, December 26, 1939, one of
the largest earthquakes of the 20th century and
Marmara, August 17, 1999 thousands of our citizens
lost their lives and tens of thousands wounded,
hundreds of thousands of buildings were destroyed. The
experiences we have in the past are revealed that we
will face with these type destructive earthquakes in the
future. At this point what can be done is to try to
minimize the effects of catastrophic earthquakes by
their estimates to be obtained. For this purpose, we have
tried to do a study for Turkey which is similar to Nava
et al. (2005) that have been done for Japan and used a
different statistical perspective.

In this study, we have done some statistical analysis and
predictions for the earthquake data having the

magnitudes M > 4 in Turkey between the longitudes

of 36°42N and the latitudes of 26°45E from the

year 1901 to 2006. For this reason, first, using the
maximum entropy principle the best possible transition
matrix was estimated for the data and its
appropriateness was statistically supported with the chi-
square analysis. Later, it was found that the chain
reached steady state after 22 periods on the average.
From the limit distribution, it was observed that in the
long-run there will be no earthquakes in all the regions
in 34,6% of the time, there will be earthquake(s) only in
the region 1 in 11,6% of the time, ..., and there will be
earthquake(s) (affecting) in all the regions in 1,6% of
the time. Later on, starting at the beginning of 2006, the

distributions of earthquake predictions were made for
the next five periods, i.e., roughly for 128 days.

From the earthquake data during the time interval
between 1.1.2006-25.1.2006 (about 25,5 days), it was
observed that the proportion of days with no earthquake
occurrences in all regions is 19,57%, the proportion of
days with earthquake occurrence only in the region 1 is
0,9% , ..., the proportion of days with earthquake
occurrence in all regions is 0,2%. A related simulation
study to time interval with the same length gave an
81,1% aftcast success. Moreover, a 42,9% forecast

success of the earthquakes having magnitude M > 4
was gained for the time after the 1901-2006 periods.

As can be seen from the analysis and results obtained,
we can conclude that the earthquakes occurring in
Turkey can be modeled successfully by Markov chains.
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