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ABSTRACT

The purpose of this study is to give a Chebyshev polynomial approximation for the solution of second-order
non-linear differential equations with variable coefficients. For this purpose, Chebyshev matrix method is
introduced. This method is based on taking the truncated Chebyshev expansions of the functions in the non-
linear differential equations. Hence, the result matrix equation can be solved and the unknown Chebyshev
coefficients can be found approximately. Additionally, the mentioned method is illustrated by two examples.

Key Words: Non-linear differential equations, Chebyshev-matrix method, Approximate solution of non-linear
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1. INTRODUCTION

The Chebyshev matrix method has been presented by
Kesan [2] to solve linear differential equations. This
method has been also used by Kdroglu [3] to solve linear
Fredholm integrodifferential equations. Additionally,
Cantlirk-Glinhan [1] has extended this method to solve

non-linear differential and integral equations. In this
work, we adapt Chebyshev -Matrix method to second-
order non-linear differential equations. It is presented as
follow:

ZS:Pk (x)(y”)k + iQk (x)(y’)k + Zn:Rk (x)(y)k =F(x) s,;mn=12,.. (1)
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where

P (x), O,(x), R, (x)and F(x) are
functions having Chebyshevexpansions on an interval
a<x<bh , under the given conditions, which are

2
ey @)+ b,y B) ey ()]=2 @
i=0

Z[a,-y""(a)+ﬂiy<f>(b>+7iy‘f’(c)]= u

where a < ¢ < b, provide that the real coefficients
ai,bl.,ai, ﬂi,ﬂ and M are appropriate constants;

and the solution is expressed in the form
n
y(x)=>"a,T,(x) 3)
r=0

under the certain conditions 7 = 0,1,2,.... And, Z'

denotes a sum whose first term is halved.

2. FUNDAMENTAL RELATIONS

Let us assume that the function y(x) its nth derivative

with respect to X, respectively, can be expanded in
Chebyshev series
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Y©) =0 T(x)  and

Y0 =3a"T, ().
r=0

The recurrence relation between the Chebyshev

coefficients aﬁ") and ainﬂ) of y(") (x) and
y(n+l) (x), is given by

a"™ =23 (r+2i+1a @)

r+2i+1
i=0

Now let us take r=0,1,...N and assume

ai") =0 forr > N . Then the system (4) can be
transformed into the matrix form

A" =2MA™ n=01,2,... (5)

T
a;p}

where

1
(n) _ (n) (n)
A = [an a;

for add N
0oL o202 N
2 2 2 2
00 2 0 40 0
M=l0 0 30 5 N
o0 0 0 0 0 . .. O_(N+1)x(N+1)
and for even N
0 1 0 3 0 > 0
2 2 2
0 0 2 0 40
Mol0 00 305 0
10 0 0 o 0 . . . 0_(N+1)X(N+1)
It follows from relation (5) that where clearly
1 T
0 _ |~
A =2MA"D =2" M A. ©) 4 {2“0 % aw} -
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The matrix equation (6) gives a relation between the
Chebyshev coefficient matrix A of J(X) and the

Chebyshev coefficient matrix A(n) of the nth derivative
of y(x),

We can also assume that

nN

n

ol =3 a'T,(x).

r=0

mN
b'@]" =2a"" T, (x) and

r=0

()] Z”Wu)

The recurrence relation between the Chebyshev
Mm _(2)s

coefficients a ,a,  ,a, and a, of
DI D@D ma [p@)] . s
given by
nN
a’ = Z a; (aw a:’__il), where
i=0
i+r<nN
mN
a;l)m _ Zyai(l) (ai(l)r,m—l " ail_);m—l ). where
i=0
i+r<mN
(2)s Z a(z) (al(f’),m 2 (2),m 2)’ where
i+r< SN

and a., =0, a(l)’” - O,aﬁg’m_z =0 for

r—i
1 @ _

r—i<0,(a; =a;,q 1 5@

=a ', a;

1 1

2,1
=a?").

Now let us take 7 =0,1,...,.,N and assume
a"=0,a"" =0,a” =0 anda, =0

for # > N . Then the system can be transformed into
matrix form

1 T
A" =|=a’ a' .. ai |,
|:2 0 1 N}

T
1
(Hym __ (Mym (Mym (Dym
A" = {—2 a, a, o ay ,

1 T
2)s _ (2)s (2)? (2)s
A" = [an a, e Ay } :

3. METHOD OF SOLUTION

To obtain the solution of Eq. (1) in the form of expression
(3) we first reduce Eq.(1) to a differential equation whose
coefficients are polynomials. For this purpose, we assume

that the functions Pk(x), 0, (x),and R, (x) can

be expressed in the forms

I I
Pk(x):Zpixl Qk(x):Zqixl
i=0 i=0
I
R, (x)=) rx )
i=0

which are Taylor polynomials of degree /. By using the
expressions (7) in Eq. (1), we get

3 Zp,kx ")) +qu,kx V') +ZZ rx (1 = f(x) ®)

k=1 i=0 k=1 i=0

The matrix representation of Chebyshev expansions of
terms

"I@] =M, 4%,
] =TM, 4",
"Iy = T(x)M A",
p=0L..,1, s,mn=12,... ®

where

=[x T(x) L&) .. Tyx]

and M, =|m;].  (=0L.,N+l and
j=01..N+1) is a matrix of size
(N + 1) X (N + 1) . The elements of Mp are given
in [3].

Also we assume that the function f(X) can be
expanded as

N

fx) =2 f,T.(x)
r=0

or in the matrix form

[f(]=T.F (10)

where
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T Substittuting the expressions (9) and (10) into Eq. (8) and
F = |:l f f f simplifying the result, we have the matrix equation
2 0 1 N | -
s I m 1
ZZpi,kM[A(z)S +qui,k M. AP +ZZr M.A" = (11)
k=1 i=0 k=1 i=0 k=1 i=0
which corresponds to a system of (N + 1) algebraic W=F
equations for the unknown Chebyshev coefficients (12)
a.,r=0lL.,N.
Briefly, we can write this equation in the form So that
s 1 @ m 1 o n I
N m n
:zzpi,kMiA +qui,kMiA +erz‘,kMiA ,
k=1 i=0 k=1 i=0 k=1 i=0
Then the augmented matrix of Eq.(12) becomes
_ o
Wo s Ef 0
_ w5 A
[W;F] =W = . (13)
b
;
RN S
Next we can obtain the corresponding matrix forms for (0) _
the conditions (2) as follows: The expression (3) and its y(a)= [TO (a) Ii(a) Ty (a)]A
derivative are equivalent to the matrix equations 0)
YO®=[n,®) L) . T4
(14
0
yU @) =hx)  T(x) Ty(x)}4 !
X i 1 V) YW@=l T .. Ty(@Mma
YWw=2L® T . T
1
» yO®)=27,0) T T, (h)]m4
(2 — 2
YO =41, T(x) T,woMa  yP@=4T@ Ta Ty (a)M* 4
2 2
where YOy =4[T,(b)  T(b) T (b)M* 4
Substituting quantities (14) into Eq. (2) and then
simplifying, we obtain the matrix forms of the first and
1 second conditions defined in Eq. (2), respectively, as
A=|—a, aq ay | -
2 U=[1] and ¥ =[x]
or the augmented matrices, more clearly,
By using these  equations, the  quantities

y(i) (a), y(i) (D) and i =1,2 can be written as

where u ; and v joare related to the coefficients

J

a[,b[,ai, ; in Eq. (2). Of course, we should be
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U=[u, ; A] anda V=[v, ; u] (15)
careful in the choice of coefficients of the conditions
given by Eq. (2).
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Consequently, by replacing the two rows matrices (10) by
the last two rows of the augmented matrix (13), we have

1
Wo E fo
W ;N
W=
Wy 5 Suo
u, ; A
L Vo s M

and thus by solving the system of (N + 1) algebraic

equations, the matrix A (thereby the coefficients @, ) is
determined.

4. EXAMPLES
The method is demonstrated by following examples.

Example 4.1. Let us consider the initial value problem

Y +yr=x?+2x+1, —1<x<l and
y(0)=1, y'(0)=1 (17)
The matrix equation for (11) becomes

U®—a?f=F. (19)

_ _ao_ .
004 0 32021000 0]>
0 00 24 0|aq 01 0 0 O
0 00 0 48|a,|+|0 O 1 0 O
000 0 Ofa 00 010

00 0 0 O]a, 100 0 0 1]

1
(Ea§+af+a§+a§+a2

a,a, +a,a, +a,a, +a,a,
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the required augmented matrix.

(16)

and approximate the solution y(x) by the Chebyshev
polynomial

4
y(x)=2a,T.(x) (18)
r=0

where N = 2..

1
I

2 —
Eal +aya, +a,a, =

a,a, +a,a, +a,a,

1,
Eaz +a,a, +aya,

S O[N] W
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1.1
da, +32a, +—(—a, +a} +a; +a; +a;) ;

“

S Do~ Nulw

24a, Jr(aoa1 +a,a, +a,a, +a3a4)

- .

1 >
48a, +[Ea1 +a,a, +a,a,
(a0a3 taa, + a1a4)

1
(Eaj +a,a, +aya,

- .

o .

and the augmented matrices corresponding to the conditions

»(0)=1, y'(0) =1

are obtain as U=|:%ao—a2+a4 ; 1}"“1(1;:[“1_3‘13 ) 1]'

11 3
4a, +32a, +—(—a§ +al2 +a22 +a32 +aj) ;5
24a, Jr(aoal +a,a, +a,a, +a3a4) 2
- 1, 1
W = 48a, +| —a; +a,a, +a,a, 3 —
2 2
—a,—a,+a, ;1
2
L a, - 3a, ;1
and has the solution where N =2.

The matrix equation for (11) becomes
a,=2,a,=1,a,=0,a,=0.

anda, =0 (20) {4A(2) ~24"% + A}: F. (23)

Substituting these, we have

Y(x) =T, (x) +Ti(x).

Equation 17 has the same solution by the Taylor Method
for series solutions to second order.

Example 4.2. Let us consider the boundary value
problem

4y"=2(y") +y=0:3(0)=-1y'(0)=0 @n
It’s exact solution is expressed in the same book as

2
X

y(X)=?—1.

Now, we shall assume the approximate solution y(x)
by the Chebyshev polynomial form

4
y(x)=2"a,T,(x) (22)
r=0
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a, ) i
004 0 32 a’ +8a
000 24 0]aq 8a,a,

400 0 0 0 48|a, ||-2 s8a> |+
000 0 O0]a 0
000 0 O0Ja ||l | o |

Sy =2a +8a -a) ;0

a,(1-16a,) ;0
~164; +a, ; 0

a, ;0

L aq ;0]

and the augmented matrices corresponding to the

conditions

¥(0)=-1,y(0)=0.

— |1
are obtain as U=|:an —da,
?=[a1 ; O].
1 ~2(a; +8(a; - ;
an a, (a; —ay)) ;
o a,(1-16a,) ;
W = —16a; +a,
1
an_az

and has the solution

15
__’ al
16

Substituting these, we have

a, = =a,=a,=0and a,

15
Y =—1eh)+

where To(x) =1 and Tz(x) 22)62 -1.

1
ETZ (.X),

- ljl and

0
0
0
; —1
;0]
24)

745

S O O O O

It is safe to report that Chebyshev polynomial solution is
congruent to exact solution of example 4.2.

5. CONCLUSIONS

In this paper, the usefulness of Chebyshev-matrix method
for the polynomial solutions of second order nonlinear
differential equations is discussed. These equations are
usually difficult to solve analytically. In many cases, it is
required to approximate solutions. A considerable
advantage of the method is that Chebyshev coefficients of
the solution are found very easily by using the computer
programs. Following similar way, we can find the
relations between Chebyshev coefficients, for the

f(x)  defined 0<x<1 and
0 <X,y <1, respectively. The method can be also

extended to the polynomial solutions of second order
nonlinear differential equations in general form.
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