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Abstract − The development and implementation of a hybrid block method of order nine for 

first-order initial value problems (IVPs) of ordinary differential equations (ODEs) that are stiff 

or oscillatory in nature are presented in this paper. The hybrid block method was created using 

continuous collocation and interpolation techniques by combining Hermite polynomials and 

exponential functions as the basis function to produce a continuous implicit linear multistep 

method (LMM). The method’s properties were studied and proven to be consistent, convergent, 

and zero-stable with an A-stable region of absolute stability, making it a suitable approach for 

stiff and oscillatory ODEs. The application of a combined basis in the generation of LMMs is an 

approach that should be widely adopted. The technique shows that continuous LMMs can be 

derived from a combination of any polynomials and exponential functions through an 

interpolation and collocation approach. On two sampled stiff and oscillatory problems, the new 

integrator was tested. The numerical findings demonstrate that our hybrid block integrator is 

computationally efficient and outperforms previous methods of similar derivations in stability 

and accuracy of results.  

Subject Classification (2020): 65L04, 65L05, 65L6, 65L20. 

1. Introduction 

We investigate a numerical solution to first-order initial value problems (IVPs) of the ordinary 

differential equations (ODEs) that may exhibit stiffness or oscillatory behaviour given by 

𝑦′ = 𝑓(𝑡, 𝑦(𝑡)), 𝑦(𝑡0) = 𝑦0,     ∀  a ≤ t ≤ b,                                          (1.0) 

where 𝑡0 is the initial point, 𝑦0 is the solution at 𝑡0, and 𝑓 is assumed to be continuous and satisfy the 

Lipchitz theorem for the existence and uniqueness of the solution.  

The problem (1.0) frequently arises in studying dynamic systems and electrical networks [4]. According 

to [10], equation (1.0) is used to simulate population growth, particle trajectory, simple harmonic 

motion, beam deflection, and other phenomena. Notably, mixture models, the basic Susceptible, 

Infection, and Recovery (SIR) models, and other related models may all be formulated as problems of 

the form (1.0).   
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The solutions of nonlinear, stiff, and oscillatory problems of ODEs such as (1.0) are often highly unstable 

[11]. 

 

Definition 1.1 [8]. A differential equation is considered to be stiff if Re( ξj) < 0, j = 1, 2, … ,m,  here ξ is 

the Eigenvalue of the given differential equation. 

 

Definition 1.2 [13].  A differential equation with at least one oscillating solution is said to be oscillatory. 

If a nontrivial solution (function) of an ODE converges not to a finite limit (or diverges), it is said to be 

oscillating. (i.e. if the function has an infinity of results).  

 

To deal with this class of problems, researchers have historically focused on developing efficient, stable, 

and high-order linear multistep methods (LMMs). Because LMMs do not start on their own, they require 

initial values from one-step methods like Euler's method and the Runge-Kutta family of methods. Ref. 

[11] gives the k-step generalized LMM as 

∑𝛼𝑗𝑦𝑛+𝑗 =

𝑘

𝑗=0

ℎ∑𝛽𝑗𝑓𝑛+𝑗

𝑘

𝑗=0

, 𝛼0 + 𝛽0 ≠ 0, 𝛼𝑘 = 1,                          (1.1) 

where 𝛼𝑗 𝑎𝑛𝑑 𝛽𝑗 are uniquely determined,  ℎ = step length, such that 𝑡𝑘+𝑛 − 𝑡𝑘 = 𝑛ℎ. 

 

According to [11], existing LMMs for solving ODEs may be derived using approaches such as Taylor's 

series, numerical integration, determining the order of the LMM, and the interpolation approach, all of 

which are major discrete schemes constrained by assuming the order of convergence. 

 

Ref. [1] and [11] reported that several researchers have shifted to employing the continuous collocation 

and interpolation process, resulting in the emergence of continuous LMMs of the form 

𝑦(𝑡) =∑𝛼𝑗(𝑡)𝑦𝑛+𝑗 +

𝑘

𝑗=0

ℎ∑𝛽𝑗(𝑡)𝑓𝑛+𝑗

𝑘

𝑗=0

,                                              (1.2) 

where 𝛼𝑗(𝑡) and 𝛽𝑗(𝑡) are continuous functions of 𝑡 that should be differentiable at least once. 

 

The continuous collocation and interpolation approach is a milestone in numerical analysis and 

computation for it is widely used. In this study consequently, we will derive continuous LMM and 

implement it in block form to eliminate its non-self-starting drawback. 

 

Scholars have used continuous collocation technique to derive LMMs using a variety of single basis 

functions, including power series, Lagrange polynomials, Chebychev polynomials, Legendre 

polynomials, Hermite polynomials, and exponential functions among others. 

 

It is established that the efficiency of these methods depends mainly on the basis functions chosen and 

the problem to be solved [2], [9], and [11].  Consequently, in search of a method with better efficiency 

and stability properties, [13] introduced a combined basis function for the derivation of LMM for the 

problem (1.0) of the form 
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𝑦(𝑡) = ∑ 𝑎𝑗𝑡
𝑗 + 𝑎𝑟+𝑛∑

𝛼𝑗𝑡𝑗

𝑗!

𝑟+𝑛

𝑗=0

𝑟+𝑛−1

𝑗=0

 ,                                                           (1.3) 

this combines power series and exponential functions. We improve upon this in terms of the 

methodology of the derivation, and the order and stability of the method.  

 

In this paper, therefore, we proposed a different combined basis function, which is Hermite polynomials 

and exponential functions for the derivation of LMM to generate a higher order and efficiently stable 

hybrid block method for the solution of problem (1.0).  

 

 2. Methodology  
 

The collocation procedure for continuous LMM in equation (1.2) intended for ODEs such as equation 

(1.0) is in general based on a basic idea: identify a function of a defined form that exactly satisfies the 

differential equation at a given set of points. The approximation function must also meet some additional 

conditions placed by the nature of the problem under consideration. 

 

In this study, we concatenate Probabilist’s Hermite polynomials and exponential functions to be an 

approximate solution to the problem (1.0) in the form 

𝑦(𝑡) =∑𝑎𝑟𝐻𝑟(𝑡) + ∑ ∑𝑎𝑟
𝛽𝑗𝑡𝑗

𝑗!

𝑟

𝑗=0

𝑚

𝑟=𝑘+1

𝑘

𝑟=0

,      𝑚 = 𝑖 + 𝑐 .                             (1.4)  

Equation (1.4) is called the basis function and is continuously differentiable. where  𝑐 denotes the 

number of collocation points, 𝑖 is the number of interpolation points and  𝛽 ∈ ℝ.  

 

The coefficients 𝑎𝑟 ∈ ℝ, 𝑟 = 0, 1, … ,𝑚  of the series (1.4), are determined over the interval of 

integration [𝑎, 𝑏], for 𝑎 = 𝑡0 < 𝑡1 < ⋯ < 𝑡𝑁 = 𝑏, with a constant step size ℎ given by   ℎ = 𝑡𝑛+1 −

𝑡𝑛;   𝑛 = 0, 1, … ,𝑁 − 1.  𝐻𝑟(𝑡) are the Probabilist’s Hermite polynomials generated by the formula 

𝐻𝑛(𝑡) = (−1)
𝑛𝑒

(
𝑡2

2
) 𝑑𝑛

𝑑𝑡𝑛
𝑒
(−
𝑡2

2
)
= (1 −

𝑑

𝑑𝑡
)
𝑛

∙ 1,                                      (1.5) 

and whose recursive relation is  

𝐻𝑛+1(𝑡) = 𝑡𝐻𝑛(𝑡) − 𝐻𝑛
′ (𝑡) .                                                      (1.6) 

The first ten probabilist’s Hermite polynomials are: 

𝐻0 = 1, 𝐻1 = 𝑡, 𝐻2 = 𝑡
2 − 1, 𝐻3 = 𝑡

3 − 3𝑡, 𝐻4 = 𝑡
4 − 6𝑡2 + 3 

 𝐻5 = 𝑡
5 − 10𝑡3 + 15𝑡,    𝐻6 = 𝑡

6 − 15𝑡4 + 45𝑡2 − 15,    𝐻7 = 𝑡
7 − 21𝑡5 + 105𝑡3 − 105𝑡  

 𝐻8 =  𝑡
8 − 28𝑡6 + 210𝑡4 − 420𝑡2 − 105,       𝐻9 = 𝑡

9 − 36𝑡7 + 378𝑡5 − 1260𝑡3 − 945𝑡   

Now, obtaining the first derivative of (1.4) we have 

𝑦′(𝑡) =∑𝑎𝑟𝐻𝑟
′(𝑡) + ∑ ∑𝑎𝑟

𝛽𝑗𝑡𝑗−1

(𝑗 − 1)!

𝑟

𝑗=1

𝑚

𝑟=𝑘+1

𝑘

𝑟=1

 ,     𝑚 = 𝑖 + 𝑐.                       (1.7) 

Interpolating equation (1.4) at 𝑡 = 𝑡𝑛 and collocating equation (1.7) at 𝑡 = 𝑡𝑛+𝑐 , 𝑐 ∈ ℝ;  a system of 

nonlinear equations is produced, which is compactly expressed in the form 
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𝑦𝑛 = ∑𝑎𝑟𝐻𝑟(𝑡𝑛)  + ∑ ∑𝑎𝑟
𝛽𝑗𝑡𝑛

𝑗

𝑗!

𝑟

𝑗=0

𝑚

𝑟=𝑘+1

𝑘

𝑟=0

 ,                          

𝑓𝑛+𝑐 = ∑𝑎𝑟𝐻𝑟
′(𝑡𝑛+𝑐) + ∑ ∑𝑎𝑟

𝛽𝑗𝑡𝑛+𝑐
𝑗−1

(𝑗 − 1)!

𝑟

𝑗=1

𝑚

𝑟=𝑘+1

𝑘

𝑟=1

   .              

                             

}
  
 

  
 

  (1.8) 

The unknown constants 𝑎𝑟  in equation (1.8) are determined using standard methods like Gaussian 

elimination or matrices inversion method and substituted into equation (1.4). Thus, applying the 

transformation 𝑥 =
𝑡−𝑡𝑛

ℎ
  and algebraic manipulation on equation (1.4), a hybrid continuous LMM of the 

form in equation (1.2) is obtained for different values of 𝑚, and it is implemented in block form. 

 

3. Derivation of Hybrid block Method 
 

The approximate solution to the problem (1.0) is the equation (1.4) where 𝑚 = 9,  i.e. 

𝑦(𝑡) = 𝑎0 + 𝑎1𝑡 + 𝑎2(𝑡
2 − 1) + 𝑎3(𝑡

3 − 3𝑡) + 𝑎4(𝑡
4 − 6𝑡2 + 3) + 𝑎5(𝑡

5 − 10𝑡3 + 15𝑡)    + 𝑎6∑
𝛽𝑗𝑡𝑗

𝑗!

6

𝑗=0

 

+𝑎7∑
𝛽𝑗𝑡𝑗

𝑗!

7

𝑗=0

+ 𝑎8∑
𝛽𝑗𝑡𝑗

𝑗!

8

𝑗=0

+ 𝑎9∑
𝛽𝑗𝑡𝑗

𝑗!

9

𝑗=0

 .                                                                              (1.9) 

 

Taking the first derivative of equation (1.9) and substituting in equation (1.0) gives   

𝑓(𝑡, 𝑦) = 𝑎1 + 2𝑎2𝑡 + 3𝑎3(𝑡
2 − 1) + 4𝑎4(𝑡

3 − 3𝑡)  +   5𝑎5(𝑡
4 − 6𝑡2 + 3) + 𝑎6∑

𝛽𝑗𝑡𝑗−1

(𝑗 − 1)!

6

𝑗=1

  

 

+𝑎7∑
𝛽𝑗𝑡𝑗−1

(𝑗 − 1)!

7

𝑗=1

  + 𝑎8∑
𝛽𝑗𝑡𝑗−1

(𝑗 − 1)!

8

𝑗=1

   + 𝑎9∑
𝛽𝑗𝑡𝑗−1

(𝑗 − 1)!

9

𝑗=1

 .        (1.10) 

 

Now, interpolating equation (1.9) at point 𝑡𝑛+𝑖, 𝑖 = 0 and collocating equation (1.10) at point  𝑡𝑛+𝑐 , 𝑐 =

0,
1

8
,
1

4
,
3

8
,
1

2
,
5

8
,
3

4
,
7

8
 and 1, the following nonlinear system of equations is obtained 

𝐵 ∙ 𝐴 = 𝑈,                                                                           (1.11) 

where 

𝐴 = (𝑎0, 𝑎1, 𝑎2, 𝑎3, 𝑎4, 𝑎5, 𝑎6, 𝑎7, 𝑎8, 𝑎9)
𝑇, 

 

𝑈 = (𝑦𝑛 , 𝑓𝑛, 𝑓𝑛+1
8
,  𝑓

𝑛+
1
4
, 𝑓

𝑛+
3
8
, 𝑓

𝑛+
1
2
, 𝑓

𝑛+
5
8
, 𝑓

𝑛+
3
4
, 𝑓

𝑛+
7
8
, 𝑓𝑛+1)

𝑇
 and 
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Solving equation (1.11) in maple soft, using the matrix inversion method, the value of the unknown 

column vector 𝐴 is obtained.  The value of the vector A is then substituted in equation (1.9) to give a 

continuous implicit scheme. Thus, applying the transformation 𝑥 =
(𝑡−𝑡𝑛)

ℎ
, and algebraic manipulation 

for all values of 𝛽 ∈ ℝ   we have a continuous implicit hybrid LMM of the form in equation (1.2) given as  

𝑦(𝑥) = 𝛼0(𝑥)𝑦𝑛 + ℎ [∑𝛽𝑗(𝑥)𝑓𝑛+𝑗

1

𝑗=0

],                                              (1.13) 

where   𝑗 = 0,
1

8
,
1

4
,
3

8
,
1

2
,
5

8
,
3

4
,
7

8
and 1, 𝑓𝑛+𝑗 = 𝑓(𝑡𝑛 + 𝑗ℎ, 𝑦(𝑡𝑛 + 𝑗ℎ)),while  𝛼0(𝑥)  𝑎𝑛𝑑 𝛽𝑗(𝑥) 

represent continuous coefficients which are obtained as follow 

 

 

When equation (1.13) is evaluated at 𝑡 =  
1

8
,
1

4
,
3

8
,
1

2
,
5

8
,
3

4
,
7

8
, 1 and implemented in block form, it yields 

a discrete hybrid block method of the type 

𝐴(0)𝒀𝑚 = 𝐸𝒚𝑛 + ℎ𝐷𝒇(𝒚𝑛) + ℎ𝐵𝑭(𝒀𝑚),                                                              (1.15)  
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Where 

  𝒀𝑚 = [𝑦
𝑛+

1
8
, 𝑦

𝑛+
1
4
, 𝑦

𝑛+
3
8
, 𝑦

𝑛+
1
2
, 𝑦

𝑛+
5
8
, 𝑦

𝑛+
3
4
, 𝑦

𝑛+
7
8
 
, 𝑦𝑛+1  ]

𝑇
 , 

 𝒚𝑛 = [ 𝑦𝑛−7
8
, 𝑦

𝑛−
3
4
, 𝑦
𝑛−

5

8

, 𝑦
𝑛−

1
2
, 𝑦

𝑛−
3
8
, 𝑦

𝑛−
1
4
, 𝑦

𝑛−
1
8
, 𝑦𝑛]

𝑇

, 

𝑭(𝒀𝑚) = [𝑓𝑛+1
8
, 𝑓

𝑛+
1
4
, 𝑓

𝑛+
3
8
, 𝑓

𝑛+
1
2
, 𝑓

𝑛+
5
8
, 𝑓

𝑛+
3
4
, 𝑓

𝑛+
7
8
 
, 𝑓𝑛+1]

𝑇
  , 

𝒇(𝒚𝑛) = [ 𝑓𝑛−7
8
, 𝑓

𝑛−
3
4
, 𝑓
𝑛−

5

8

, 𝑓
𝑛−

1
2
, 𝑓

𝑛−
3
8
, 𝑓

𝑛−
1
4
, 𝑓

𝑛−
1
8
, 𝑓𝑛 ]

𝑇

, 

A(0)=

[
 
 
 
 
 
 
 
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1]

 
 
 
 
 
 
 

 ,      

E=

[
 
 
 
 
 
 
 
0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 1]

 
 
 
 
 
 
 

 , 

D=

[
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 0 0 0 0 0 0 0

1070017

29030400

0 0 0 0 0 0 0
32377

907200

0 0 0 0 0 0 0
12881

358400

0 0 0 0 0 0 0
4063

113400

0 0 0 0 0 0 0
41705

1161216

0 0 0 0 0 0 0
401

11200

0 0 0 0 0 0 0
149527

4147200

0 0 0 0 0 0 0
989

28350 ]
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

, 
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4.   Analysis of  the  Method 

 
4.1 . Zero Stability of the Method 

 

Definition 4.1: [3] if the roots  rn, n = 1, 2, … , k of the characteristics polynomial P(r) given by 

P(r) =  |(rA(0) − E)| satisfies  |rn| ≤ 1 and every root satisfying |rn| ≤ 1 has a multiplicity not greater 

than the order of the differential equation, then the Block Integrator (1.15) is said to be zero-stable, 

Furthermore, as h → 0, P(r) = rα−μ(r − 1)μ where μ is the order of the differential equation, α is the 

order of the matrices A(0)and E (see also [7]).  

Thus, for our block integrator, we have 

𝑃(𝑟) =

|

|

|

𝑟

(

 
 
 
 
 

1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1)

 
 
 
 
 

 −

(

 
 
 
 
 

0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 1)

 
 
 
 
 

|

|

|

= 0.        (1.16) 

𝑃(𝑟) = (𝑟 − 1)𝑟7 = 0,=> 𝑟1 = 𝑟2 = ⋯ = 𝑟7 = 0, 𝑟8 = 1.  

Hence, our block integrator is zero-stable.  

4.2.  Order  and Error Constant  

 

Using the approach described in [6] and [13]. In equation (1.15), we define the linear difference 

operator connected with the new hybrid block method as 

𝐿{𝑦(𝑡), ℎ} = 𝐴(0)𝒀𝑚 − 𝐸𝒚𝑛 − ℎ[𝐷𝒇(𝒚𝑛) + 𝐵𝑭(𝒀𝑚)]                                             (1.17) 

We assume 𝑦(𝑡) has higher derivatives, as such when the Taylor series is used to expand equation 

(1.17) and the coefficients of ℎ are compared, the result is 
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 𝐿{𝑦(𝑡), ℎ} = 𝑐0𝑦(𝑡) + 𝑐1ℎ𝑦
′(𝑡) + 𝑐2ℎ

2𝑦′′(𝑡) + 𝑐3ℎ
3𝑦′′′(𝑡) + ⋯+ 𝑐𝑝ℎ

𝑝𝑦𝑝(𝑡) + 𝑐𝑝+1ℎ
(𝑝+1)𝑦(𝑝+1)(𝑡) + ⋯,      (1.18) 

where  

𝑐𝑝 =
1

𝑝!
(∑𝑗𝑝𝛼𝑗

𝑘

𝑗=1

− 𝑝∑𝑗𝑝−1𝛽𝑗

𝑘

𝑗=1

) , 𝑝 = 0, 1, 2, 3, … , 𝑛.                                          (1.19) 

Definition 4.2. According to [6], if   c0 = c1 = c2 = c3 = ⋯ = cp = 0,     cp+1 ≠ 0, then the linear 

difference operator and the corresponding continuous LMM are considered to be of the order p. The 

 cp+1 is termed the error constant and the local truncation error is defined by  

 𝑇𝑛+𝑘 = 𝑐𝑝+1ℎ
(𝑝+1)𝑦(𝑝+1)(𝑡𝑛) + 𝑂(ℎ

(𝑝+2))                                        (1.20) 

Thus from equation (1.15), we have that 

 

 

 

Expanding equation (1.21) in the Taylor series and evaluating the coefficients using equation (1.19) we 

have 

 

Therefore the hybrid block method has an order of nine (9) and an error constant as: 

𝑐10 = [ 7.3505𝐸 − 12, 5.9871𝐸 − 12, 6.4964𝐸 − 12, 6.1760𝐸 − 12, 6.4964𝐸 − 12,

5.9871𝐸 − 12, 7.3505𝐸 − 12]𝑇 

 

Region of Absolute Stability of the Method 

 

Definition 4.2 [14]: A region of absolute stability is one in which r = λh in the complex z plane.  

 

For all initial conditions, it is well-defined as the values for which the numerical solutions of y′ =

−λy  satisfy  yi → 0   as i → ∞. 

To establish the region of absolute stability of our block integrator, the boundary locus approach is 

used. This is accomplished by substituting the test equation 

𝑦′ = −𝜆𝑦,                                                                                             

into the block formula in equation (1.15). This gives 
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𝑨(0)𝒀𝑚(𝑟) = 𝑬𝒚𝑛(𝑟) − ℎ𝜆𝑫𝒚𝑛(𝑟) − ℎ𝜆𝑩𝒀𝑚(𝑟).                                             (1.22) 

Given that,  ℎ̅ = 𝜆ℎ  and  𝑟 = 𝑒𝑖𝜃, thus we have 

 ℎ̅(𝑟) = −(
𝑨(0)𝒀𝑚(𝑟) − 𝑬𝒚𝑛(𝑟)

𝑫𝒚𝑛(𝑟) + 𝑩𝒀𝑚(𝑟)
),                                                              (1.23) 

which is the characteristics/stability polynomial. Using equation (1.23), we obtain the stability 

polynomial for our block method as: 

ℎ̅(𝑟) = (
1

150994944
𝑟8 −

1

150994944
𝑟7) ℎ8 + (−

761

2642411520
𝑟8 −

761

2642411520
𝑟7) ℎ7

+ (
29531

3963617280
𝑟8 −

29531

3963617280
𝑟7) ℎ6 + (−

89

655360
𝑟8 −

89

655360
𝑟7) ℎ5

+ (
1069

589824
𝑟8 −

1069

589824
𝑟7) ℎ4 + (−

9

512
𝑟8 −

9

512
𝑟7) ℎ3 + (

91

768
𝑟8 −

91

768
𝑟7) ℎ2

+ (−
1

2
𝑟8 −

1

2
𝑟7) ℎ + 𝑟8 − 𝑟7. 

This gives us the absolute stability region shown in Figure 4.1 below. 

 

Figure 4.1: Showing the Absolute Stability Region of the Block Method 

 

According to Figure 4.1, the new hybrid block method is effective in handling stiff problems since its 

RAS (Region of the Absolute Stability) is unbounded [6]. A numerical scheme is considered A-stable if 

its region of absolute stability 𝑅 covers the entire complex plane ℂ, which is defined as,   𝑖. 𝑒.  𝑅 = {𝑍 ∈

ℂ/  𝑅𝑒(𝑍) < 0} [7]. This confirms that the hybrid block method is an A-stable method.  

 

4.2 Consistency of the Method 

If a block method has an order greater than one, it is considered to be consistent [7]. The foregoing 

analysis shows that our block integrator is consistent. 

 

4.3 Convergence of the Method 

An LMM is considered convergent if and only if it satisfies both the requirements of consistency and 

zero stability [5]. Hence our block integrator is convergent.  
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5.  Numerical Implementations  

We compare the results of our method to those obtained by similar methods on some of the most 

difficult stiff and oscillatory problems in the literature. 

 

The following notations are used in the results tables. 

 

ERROR: The absolute value difference between the exact solution and the computed numerical result 

is an error. I.e. 

i. 𝑬𝑹𝑹𝑶𝑹 = |𝑬𝒙𝒂𝒄𝒕 𝒔𝒐𝒍𝒖𝒕𝒊𝒐𝒏 − 𝑵𝒖𝒎𝒆𝒓𝒊𝒄𝒂𝒍 𝒓𝒆𝒔𝒖𝒍𝒕|. 

ii. 𝒚𝒄𝒐𝒎𝒑𝒖𝒕𝒆𝒅  = Numerical result using the new hybrid block method.  

iii. 𝒚𝒆𝒙𝒂𝒄𝒕 = Exact solution.  

 

Example 5.1: Consider the stiff first-order ODE in [12]. 

        𝑦′(𝑡) =
𝑦(1 − 𝑦)

2𝑦 − 1
 , 𝑦(0) =

5

6
, 0 ≤ 𝑡 ≤ 1,                                                         (1.24) 

with the analytical solution  𝑦(𝑡) =
1

2
+√

1

4
−

5

35
𝑒−𝑡. 

 

Example 5.2: The Prothero-Robinson Oscillatory ODE 

 

We also study the Prothero-Robinson Oscillatory problem solved by [13]. 

𝑦′ = 𝐿(𝑦 − sin 𝑡) + cos 𝑡 , 𝐿 = −1, 𝑦(0) = 0                                   (1.25) 

with the analytical solution  𝑦(𝑡) = sin 𝑡. 

 

The results obtained at different values of time 𝑡, are shown in figures 5.1-5.2, and the absolute error in 

tables 5.1-5.2. 

 

Figure 5.1: Showing the results of Example 5.1 using both analytical and numerical approaches. 
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Figure 5.2: Presenting the results of Example 5.2 using both analytical and numerical approaches. 
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5.1. Discussion of the Results 

 

In this article, we investigated the effectiveness of a new hybrid block method by testing it on two 

numerical problems: one involving stiff ODEs and the other involving oscillatory ODEs. The stiff problem 

was previously solved using a seven-step block LMM by [12], while the oscillatory problem was 

previously solved using a similar derivation of the order seven block method by [13]. Tables 5.1 and 5.2 

display the comparative results of problem 5.1 in equation (1.24) and problem 5.2 in equation (1.25), 

respectively. The new hybrid block method was evaluated against the exact solutions of the two 

numerical problems, and the results are shown in Figures 5.1-5.2. Our findings demonstrate that the 

recently developed hybrid block integrator is highly computationally efficient and offers superior 

performance in precision and stability compared to current methods.  

 

6. Conclusion  
 

This paper presents a novel hybrid block integrator that uses a continuous collocation and 

interpolation approach to solve stiff and oscillatory first-order ODEs. The hybrid LMM used in this study 

employs a unique basis function that combines Hermite polynomials and exponential functions, which 

differs from the approaches used by other researchers. Additionally, the derived LMM is distinct from 

previous methods. The hybrid block method is both convergent and consistent, with zero stability and 

an A-stable region of absolute stability. As such, it is well-suited for solving both stiff and oscillatory 

ODEs.   

 

In terms of accuracy, the novel hybrid block method has outperformed previous methods of similar 

derivations. The use of combined basis functions in the generation of LMMs is worthy of universal 
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acceptance. The technique indicates that continuous LMMs can be derived from any combination of 

polynomials and exponential functions utilizing an interpolation and collocation approach. 

Author Contributions 

All authors contributed equally to this work. They all read and approved the final version of the 

manuscript. 

Conflicts of Interest 

The authors declare no conflict of interest. 

References 

[1] Aboiyar, T., Luga, T., & Iyorter B.V. (2015). Derivation of Continuous Linear Multistep Methods Using 

Hermite Polynomials as Basis Functions. American Journal of Applied Mathematics and Statistics, 

3(6):220-225, doi:10.12691/ajams-3-6-2. 

 

[2] Adesanya, A.O., Sunday, J. & Momoh, A.A. (2014). A New Numerical Integrator for the Solution of 

General Second Order Ordinary Differential Equations. International Journal of Pure and Applied 

Mathematics, 97(4):431-445. 

 

[3] Butcher, J. C. (2003). Numerical Methods for Ordinary Differential Equation West Sussex: John Wiley & 

Sons. 

 

[4] Campbell S.L. and Heberman R. (2011). Introduction to Differential Equations with Dynamical Systems. 

New Jersey: Princeton University Press. Chap. 1, pp. 1-2.  

 

[5] Dahlquist, G. G. (1956). Convergence and stability in the numerical integration of ordinary differential 

equations. Math. Scand. 4:33-50. 

 

[6] Fatunla SO. (1988). Numerical methods for initial value problems in ordinary differential Equations. New 

York: Academic Press Inc;  

 

[7] Fotta A. U., Bello A. and Shelleng Y.I. (2015). Hybrid Block Method for the Solution of First Order Initial 

Value Problems of Ordinary Differential Equations. IOSR Journal of Mathematics, 2(6):60-66.  

 

[8] Lambert, J. D. (1973). Computational Methods in Ordinary Differential Equations. New York: John Wiley 

and Sons. 

 

[9] Momoh, A. A., Adesanya, A. O., Fasasi, K. M., and Tahir, A. (2014). A New Numerical Integrator for the 

Solution of Stiff First Order Ordinary Differential Equations. Engineering Mathematics Letters 5: 

http://scik.org.      

 

[10] Odekunle, M. R., Adesanya A. O. and Sunday, J. (2012). 4-Point block method for direct integration of 

first-order ordinary differential equations, International Journal of Engineering Research and 

Applications, 2:1182-1187.  

 

[11] Okunuga, S.A. & Ehigie, J. (2009). A New Derivation of Continuous Collocation Multistep Methods 

Using Power Series as Basis Function. Journal of Modern Mathematics and Statistics, 3(2):43-50. 

 

[12] Solomon, G and Hailu, M. (2020). A Seven-Step Block Multistep Method for the Solution of First Order 

Stiff Differential Equations.  Momona Ethiopian Journal of Science 12(1):72-82. 

 



23 

 

 

H. O. Orapine et al. / IKJM/ 5(2) (2023) 10-23 

[13] Sunday, J., Odekunle, M.R., James A.A. & Adesanya, A.O. (2014). Numerical Solution of Stiff and 

Oscillatory Differential Equations Using a Block Integrator. British Journal of Mathematics & 

Computer Science. 4(17): 2471-2481. 

 

[14] Yan YL. (2011). Numerical methods for differential equations. Kowloon: City University of Hong Kong. 

 

 


