
PAPER DETAILS

TITLE: Hybrid AI-based Voice Authentication

AUTHORS: Bilal Bora,Ahmet Emin Emanet,Enes Elmaci,Derya Kandaz,Muhammed Kürsad Uçar

PAGES: 17-22

ORIGINAL PDF URL: https://dergipark.org.tr/tr/download/article-file/2989285



 
 

Turkish Journal of Forecasting vol. 07 no. 2 (2023) pp. 17-22 

 

 

 

Hybrid AI-based Voice Authentication 
 

B. Bora1, A.E. Emanet1, E. Elmaci2, D. Kandaz1,*, M.K. Ucar1 

1Sakarya University, Faculty of Engineering, Department of Electrical Electronics Engineering, Sakarya Campus, Sakarya, Turkey 

  

 

A R T I C L E  I N F O  
 

Article history: 

 

Received 04 March 2023 

Revision 07 September 2023 

Accepted 17 December 2023 

Available online 18 December 2023 
 

Keywords: 

Biometric Authentication 

Correlation Score 

Voice Biometric 

Hybrid AI 

 

R E S E A R C H  A R T I C L E  

 

A B S T R A C T  
 

Biometric authentication systems reveal individuals' physical or behavioral uniqueness and 

identify them by comparing them with existing records. Today, many biometric recognition 

systems, such as fingerprint reading, palm reading, and face reading, are being studied and 

used. The human voice is also among the techniques used for this purpose. Due to this 

feature, the human voice performs secure transactions and authentication in various fields. 

Based on these voice features, we used a dataset of 66,569 voice recordings. The voice 

recordings were revised to include six sentences of at least six words each from 24 different 

people to get the maximum benefit from the dataset. The voices in the reduced dataset were 

labeled as sentences belonging to the same person and sentences belonging to different 

people and converted into matrix form. A biometric recognition study resulted in a 

correlation score of 0.88. As a result of these processes, the feasibility of a voice biometric 

recognition system with artificial intelligence has been demonstrated. 
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1. Introduction 

Identity verification is a security function used within an information system to control a logical server or device 

based on individuals' biological or behavioral characteristics [1]–[3]. These systems can be categorized into three 

groups: knowledge based, physiological, and behavioural biometric based. Knowledge-based biometric identification 

requires an individual to enter identification information to verify their identity. Physiological biometric-based 

identity verification creates an artificial intelligence-based identification system utilizing an individual's 

physiological features. These features encompass biometric data like fingerprints, hand geometry, palm veins, height, 

retina, iris color, and size. Behavioral biometrics, on the other hand, creates a behavioural model by analysing a 

person's unique habits and movements. Behavioural traits include biometric data like voice and signature. In this 

study, the focus is on voice identity verification, which is one of the behavioural biometric recognition methods [1], 

[2]. Voice identity verification encompasses the process of identifying sounds produced by the vocal cords. Each 

sound has distinctive identifying features, which are differentiated by the speaker's anatomy and behavioural speech 

patterns. This method, containing numerous distinctive characteristics, can authenticate a speaker's biometric identity 

by matching their voice. This technique, requiring no memory, being non-removable, and having an easy application, 

is preferred. Among biometric technologies for identity verification, voice biometrics are more convenient and 

reliable for users. Additionally, users can employ this method without the need to carry or remember something, and 
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they don't worry about risks like identity card theft or password hacking. However, alongside these benefits, the 

various systems used in voice identity verification introduce different algorithmic structures [4]. In 1987, Worlds of 

Wonder Company developed speech recognition application through a baby crib for the first time. Texas Instruments 

developed an algorithm using digital signal processing to identify eight different sentences [5]. Moreover, work has 

been carried out for many years on voice recognition systems with the aim of assisting disabled individuals [6]. In 

this context, a high-security identity verification system has been developed using a dataset consisting of 66,569 

human voice recordings. 

A review of the existing literature studies indicates that the voice signals used as datasets have short-duration 

values [7]. To overcome this limitation, longer speech signals were selected from the dataset, resulting in a reduced 

dataset. The speech recordings in the reduced dataset consist of six sentences from 24 different individuals, each 

containing a minimum of six words. Additionally, previous studies have shown that the processing stages of speech 

signals are multiple and complex [7]. This study, from this perspective, is simpler and more comprehensible. As 

opposed to using only 6 to 7 voice parameters, as compared to studies in the literature, this work employs 25 statistical 

voice features [8], [9]. Finally, the speech samples in the dataset were labelled as sentences from the same person or 

from different individuals, and they were transformed into matrix form. The proposed machine learning algorithms 

were applied to the dataset, thereby verifying biometric identity through voice. 

 

2. Material and Method 

The application of the study is summarized in Figure 1. According to the flow diagram, the collected data was 

pre-processed, and labelled matrices were created. Statistical features were extracted from the records and classified 

selectively. Feature extraction was performed. After all these steps, feature selection was performed on the available 

data. Various machine learning algorithms such as Support Vector Machine (SVM), decision tree (DT), and ensemble 

were used in these stages of the study. 

 

Figure 1. Application flowchart 

 

2.1. Data Acquisition 

The data was obtained and used from Mozilla, an open source sharing platform [10] There are 144 voice records 

from 24 people in the dataset, six for each person. The dataset is 76 hours long and contains 65,639 voice recordings 

of 1,299 different people. Primarily, these records were combined, and the data matrix was created. 

 

2.2. Data Pre-Processing 

The voice recordings were labelled with each other by cross-validation. Two different voice recordings of the 

same person are labelled 1, while voice recordings of different people are labelled 0. The data labelling processes are 

indicated in the Table 1 and Table 2. Due to the combination, the sizes of the matrices labelled 1 and 0 are different. 

For this reason, data balancing was applied, and the labels were balanced. A total of 10,296 records were obtained 

from both labels. 360 of these records belong to the same person, and 9,936 belong to different persons. Data 

balancing was performed using systematic sampling theory to avoid imbalance. Systematic sampling theory has been 

used to ensure that the balancing process is as accurate as possible. 

 

2.3. Feature Extraction 

Feature extraction aims to reduce the number of features in a dataset by creating new features from the existing 

ones. After data preprocessing and balancing, 25 statistical features of the records were extracted. These features are 

descriptive statistical parameters that are frequently used in statistics. The mathematical parameters related to the 

features are presented in Table 3. 

 
 

 
Figure 1. Application flowchart 
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Table 1. Label 1 sample matrix 

Number of Comparisons 
First Person Second Person 

Label 
Person Number Person Feature Number Person Number Person Feature Number 

1 1 1 1 2 1 

2 1 1 1 3 1 

3 1 1 1 4 1 

4 1 1 1 5 1 

5 1 1 1 6 1 

6 1 2 1 3 1 

7 1 2 1 4 1 

8 1 2 1 5 1 

9 1 2 1 6 1 

10 1 3 1 4 1 

11 1 3 1 5 1 

12 1 3 1 6 1 

13 1 4 1 5 1 

14 … … … … 1 

360 24 5 24 6 1 

Table 2. Label 0 sample matrix 

Number of Comparisons 
First Person Second Person 

Label 
Person Number Person Feature Number Person Number Person Feature Number 

1 1 1 2 1 0 

2 1 1 2 2 0 

3 1 1 2 3 0 

4 1 1 2 4 0 

5 1 1 2 5 0 

6 1 1 2 6 0 

7 1 1 3 1 0 

8 1 1 3 2 0 

9 1 1 3 3 0 

10 1 1 3 4 0 

11 1 1 3 5 0 

12 1 1 3 6 0 

13 1 1 4 1 0 

14 … … … … 0 

9936 23 6 24 6 0 

 

2.4. Feature Selection 

Feature selection is the process of isolating the most consistent, non-redundant, and relevant features to use in 

model construction. The main goal of feature selection is to improve the performance of a predictive model and 

reduce the computational cost of modelling. Spearman correlation coefficients were used for selected features. The 

relationship between familiar signal comparison tags and unfamiliar signal comparison tags was determined by 

Spearman correlation coefficients ( ݎs). The data set was divided into 11 groups using certain percentage values. 

These values were ranked according to performance. The features with the best correlation value between them were 

used. 

 

3. Results 

The study aims to realize a biometric recognition system with voice signals. For this purpose, machine learning 

models with high performance values were evaluated. The machine learning outputs were compared with the real 

database outputs. The model outputs 1 if two voice recordings belong to the same person and 0 if they belong to 

different people. After extracting 25 features of the voice signal, 11 data sets with different percentages were 
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produced. These datasets were evaluated with the classification method in machine learning models and the highest 

success percentage was achieved by the SVM algorithm with 95.14% in the Table 4. This success percentage can be 

considered as a very good result when compared to other success percentages found in the literature. 

Table 3. Mathematical equations for statistical properties 
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Table 4. Performance evaluation results 

Information Performance Evaluation Criteria 

L NF FP Model ACC SENS SPEC F1 KAPPA AUC 

1 1 5 

DT 65,10 0,39 0,90 0,54 0,30 0,65 

SVM 63,11 0,27 0,83 0,42 0,23 0,58 

EBT 62,25 0,24 0,81 0,41 0,20 0,53 

2 3 10 

DT 70,65 0,55 0,85 0,67 0,41 0,70 

SVM 65,65 0,47 0,80 0,61 0,36 0,60 

EBT 63,54 0,44 0,76 0,59 0,32 0,58 

3 4 15 

DT 76,38 0,64 0,87 0,74 0,52 0,76 

SVM 72,93 0,54 0,77 0,65 0,43 0,64 

EBT 74,41 0,60 0,81 0,72 0,47 0,72 

4 5 20 

DT 76,73 0,63 0,89 0,74 0,53 0,76 

SVM 71,73 0,56 0,79 0,63 0,47 0,71 

EBT 69,73 0,51 0,82 0,67 0,50 0,72 

5 6 25 

DT 80,90 0,72 0,89 0,79 0,61 0,80 

SVM 71,80 0,65 0,82 0,73 0,56 0,74 

EBT 70,77 0,63 0,80 0,69 0,55 0,72 

6 8 30 

DT 80,38 0,71 0,88 0,79 0,60 0,80 

SVM 75,69 0,65 0,74 0,73 0,53 0,77 

EBT 74,44 0,61 0,70 0,71 0,52 0,74 

7 9 35 

DT 80,20 0,71 0,88 0,79 0,60 0,80 

SVM 74,48 0,65 0,81 0,74 0,50 0,73 

EBT 76,43 0,68 0,83 0,76 0,54 0,76 

8 10 40 

DT 81,77 0,74 0,89 0,81 0,63 0,81 

SVM 77,49 0,71 0,84 0,75 0,60 0,76 

EBT 72,51 0,65 0,80 0,71 0,56 0,73 

9 11 45 

DT 83,15 0,75 0,90 0,82 0,66 0,83 

SVM 79,14 0,71 0,83 0,77 0,61 0,81 

EBT 76,41 0,72 0,80 0,73 0,59 0,77 

10 13 50 

DT 85,59 0,79 0,91 0,85 0,71 0,85 

SVM 82,93 0,75 0,88 0,82 0,67 0,81 

EBT 81,77 0,74 0,86 0,81 0,65 0,81 

11 25 100 

DT 95,13 0,91 0,98 0,95 0,90 0,95 

SVM 90,16 0,89 0,93 0,91 0,85 0,88 

EBT 91,11 0,88 0,91 0,89 0,87 0,91 

L: Level, NF: Number of Features, FP: Feature Percentage 

DT: Decision Tree, SVM: Support Vector Machine, EBT: Ensemble Bagged Tree 

 

4. Discussion 

Although artificial intelligence-based systems based on biometric voice recognition in the literature have high 

accuracy, hybrid artificial intelligence-based voice authentication is new. It is applicable where control and boundary 

are not a problem. Some of these methods rely heavily on mathematical expressions and are time-consuming to run 

on the system [11], [12]. In addition, most of them have a similar mathematical basis and benefit from the 

morphological features of the voice to extract features [13], [14]. 
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The datasets used in the studies are limited, and a comprehensive evaluation is impossible [12]. This study, unlike 

the others, made it possible to distinguish the voice from the extensive data set with high accuracy. As working 

constraints, situations such as time segmentation or not being able to examine in the time domain, not benefiting 

from signal properties, or trying to eliminate the problems predicted by another identification system may be 

encountered. However, from different perspectives, the study attempted to achieve the desired goals by using the 

classification model and by making statistical feature extraction. For this reason, it has taken its place in the literature 

by performing high-accuracy identification with voice authentication. 

 

5. Conclusion 

In this paper, studies on voice biometric recognition systems have been conducted. The results show that this 

method can be used in biometric recognition systems. With an accuracy rate of 95.14%, it has been shown that it can 

be used in high authentication methods that should not be exceeded. This study provides a high accuracy solution for 

machine learning based voice recognition. By utilizing this work, more advanced systems can be developed in the 

future. New models can be created by using larger data sets and longer speech signals. It is a system that can be 

improved by experimenting under different conditions. 
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