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ALGEBRAIC STRUCTURE OF SQUARE MATRICES OVER
RESIDUATED LATTICES

S. BALAEI, E. ESLAMI, AND A. BORUMAND SAEID

Abstract. In this paper, we introduce the algebra Mn×n(L) of square matri-
ces over residuated lattice L. The operations are induced by the corresponding
operations of L. It is shown that the defined algebra behaves like a residuated
lattice, but there are some slight differences. The properties of this algebra
with respect to special residuated lattices are investigated. The notions of
filter and ideal together with their roles are specified.

1. Introduction

Matrix theory plays an important role in various areas of science and engineer-
ing to represent different types of binary relations. For instance, in formal concept
analysis which is initially developed by Wille in the 1980s [15]. Formal concept
analysis is a data analysis method that extracts certain concepts from the data de-
scribing the relationship between a given set of objects and a given set of attributes
that the objects may or may not have [6].
In applications of formal concept analysis, the relationship between the objects

and the attributes is often not binary; zero or one, but rather that there is only an
extent to which the object has the attribute. Because of existence of such vague
and uncertain data in real world domains like problems in economics, engineering,
social science, medical science, etc., we need some tools to model these uncertain
information. Since these kind of data have very important applications and their
amount is enormously increasing, research on effective and effi cient techniques for
handling uncertain data has attracted much interest in recent years. In fact, such
concerns have led some researches to reinterpret the theory of formal concepts in
many-valued logics [3]. These type of problems are initially solved by [0,1]-valued
fuzzy logic. The fuzzy matrices have been proposed to represent fuzzy relations.
Thomason introduced fuzzy matrices and discussed about the convergence of the
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powers of a fuzzy matrix [13]. The theory of fuzzy matrices were developed by Kim
and Ruosh as an extension of Boolean matrices [8]. Because of some limitations in
dealing with uncertainties by fuzzy sets, Atanassov introduced theory of intuition-
istic fuzzy sets as a generalization of fuzzy sets [2]. Pal introduced the intuitionistic
fuzzy determinant [9]. Using the idea of intuitionistic fuzzy sets, Pal, Khan and
Shyamal introduced the intuitionistic fuzzy matrices and studied several proper-
ties of it [10]. S. Sriram and P. Murugadas worked on semiring of intuitionistic
fuzzy matrices [12]. A. K. Adak, et al. considered some properties of generalized
intuitionistic fuzzy nilpotent matrices over distributivel lattices [1]. Xiao, et al.
introduced a new kind of intuitionistic fuzzy implication [16]. Moreover, motivated
by results of linear algebra over fields, rings and tropical semirings, Wilding pre-
sented a systematic way to understand the behavior of matrices with entries in an
arbitrary semiring [14]. He focuses on three closely related problems concerning
the row and column spaces of matrices. In his Ph.D. thesis, he established several
new results about exactness of semirings. He showed that every Boolean ring is
exact . Finally, he considers exactness for residuated lattices, showing that every
involutive residuated lattice is exact [14].
Residuated structures are algebraic models of substructural logics [5]. These

logics include many non-classical logics such as fuzzy logic, linear logic, relevant
logic, many valued logics, intuitionistic logic and Lukasiewicz logic, where the last
two are modelled by the classes of Heyting algebras and MV-algebras respectively.
Therefore to reinterpret the theory of formal concepts in many- valued logics, it
is natural and logical to work with matrices over residuated lattices. The papers
on matrices with entries in lattices (fuzzy, intuitionistic fuzzy, residuated) do not
mention the algebraic structure of the collection of corresponding matrices. This
highly motivates us to consider the set of all square matrices with entries in a
residuated lattice. Some of the results on square matrices can be generalized to
arbitrary matrices, but since our initial goal is finding an inverse to solve systems
of n equations with n unknowns, we restrict our paper to square matrices. This
paper is organized as follows.
In section 2 some definitions and theorems that we need in the remaining, are

given. In section 3, all the required operations on Mn×n(L) are defined. Properties
of these operations are proved in some propositions, lemmas and theorems. In sec-
tion 4, we investigate more properties of Mn×n(L) and establish some connections
between the properties of the residuated lattice L and the corresponding properties
of the algebra Mn×n(L). Finally we end up with conclusion part in which our goal
for the coming paper is given.

2. Preliminaries

In this section, we recall the definition of a residuated lattice and some basic
properties that we need in the sequel.



2218 S. BALAEI, E. ESLAMI, AND A. BORUMAND SAEID

Definition 1. [4] An algebra L = (L,∨,∧,�,→, , 0, 1) of type (2, 2, 2, 2, 2, 0, 0);
is a residuated lattice if it satisfies the following conditions:

(R1): (L,∨,∧, 0, 1) is a bounded lattice,
(R2): (L,�, 1) is a monoid,
(R3): for all x, y, z ∈ L we have

x� y 6 z ⇔ x 6 y → z ⇔ y ≤ x z.

L is called commutative if the operation � is commutative. In this case x →
y = x  y, for all x, y ∈ L. Given x ∈ L, x− = x → 0 and x∼ = x  0. A
residuated lattice L is called complete if for every S ⊆ L,

∨
S and

∧
S exist, where∨

S and
∧
S mean the least upper bound (sup) and greatest lower bound (inf) of

S, respectively.
We give some properties of a residuated lattice L in the following theorem from

[4] and [7].

Theorem 2. Any residuated lattice L satisfies the following properties: For all
x, y, z ∈ L
1) x→ (y → z) = (x� y)→ z,
2) x (y  z) = (y � x) z,
3) x ≤ y iff x→ y = 1 iff x y = 1,
4) x→ x = x x = 1,
5) x→ 1 = x 1 = 1,
6) 0→ x = 0 x = 1,
7) x� 0 = 0� x = 0,
8) x� y ≤ x ∧ y,
9) (x→ y)� x ≤ y and x� (x y) ≤ y,
10) x ≤ y → (x� y) and x ≤ y  (y � x),
11) x ≤ y implies x� z ≤ y � z and z � x ≤ z � y,
12) (x→ y)� x ≤ x ∧ y and (x y)� x ≤ x ∧ y,
13) (x→ y)� x ≤ x ≤ y → (x� y) and (x→ y)� x ≤ y ≤ x→ (y � x),
14) x� (x y) ≤ y ≤ x (x� y) and x� (x y) ≤ x ≤ y  (y � x),
15) if x ≤ y then z → x ≤ z → y and z  x ≤ z  y,
16) if x ≤ y then y → z ≤ x→ z and y  z ≤ x z,
17) 1→ x = x and 1 x = x,
18) x→ y = x→ (x ∧ y),
19) x y = x (x ∧ y),
20) y ≤ x→ y and y ≤ x y, then x� y ≤ x→ y and y � x ≤ x y,
21) if x ≤ y then x ≤ z → y and x ≤ z  y,
22) z � (x ∧ y) ≤ (z � x) ∧ (z � y),
23) (x ∧ y)� z ≤ (x� z) ∧ (y � z),
24) x� x∼ = x− � x = 0 and x ≤ x−∼, x ≤ x∼−,
25) x� y = 0 iff x ≤ y− and y � x = 0 iff x ≤ y∼,
26) 1− = 1∼ = 0 and 0− = 0∼ = 1,
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27) x� x = x then x� y = x ∧ y,

and any complete residuated lattice L satisfies the following additional properties:
For all x, y, z ∈ L

28) (
∨n
i=1 xi)→ y =

∧n
i=1(xi → y),

29) (
∨n
i=1 xi) y =

∧n
i=1(xi  y),

30)
∧n
i=1(y → xi) = y →

∧n
i=1(xi),

31)
∧n
i=1(y  xi) = y  

∧n
i=1(xi),

32) x� (
∨
i∈I yi) =

∨
i∈I(x� yi),

33) (
∨
i∈I yi)� x =

∨
i∈I(yi � x),

34) x�
∧n
i=1(yi) ≤

∧n
i=1(x� yi),

35) (
∨
i∈I1 xi) ∧ (

∨
j∈I2 yj) =

∨
i∈I1

∨
j∈I2(xi ∧ yj),

36) (
∧
i∈I1 xi) ∧ (

∧
j∈I2 yj) =

∧
i∈I1

∧
j∈I2(xi ∧ yj).

Note that (35) and (36) are also true for finite number of index sets I1, I2, ..., In;
by induction.

Definition 3. [4] Let L be a residuated lattice. A nonempty subset F of L is called
a filter of L if the following conditions hold:
i) if x, y ∈ F , then x� y ∈ F ,
ii) if x ∈ F , y ∈ L and x ≤ y then y ∈ F .

A filter F of L is proper if F 6= L. Clearly, F is a proper filter iff 0 /∈ F .

Definition 4. [11] Let L be a residuated lattice. A subset I of L is called ideal if
the following conditions hold:
i) 0 ∈ I,
ii) if x, y ∈ I, then x ∨ y ∈ I,
iii) if x ∈ L, y ∈ I and x ≤ y, then x ∈ I.

An ideal I of L is called proper if I 6= L. Clearly, I is proper iff 1 /∈ I. The ideal
P of L is called prime if for all x, y ∈ L such that x ∧ y ∈ P then x ∈ P or y ∈ P .
In a commutative residuated lattice L we have x− = x∼, and the common value

will be denoted by x∗ = x→ 0.
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Lemma 5. [11] Let L be a commutative residuated lattice. If a, b ∈ L, then
1) a ≤ a∗∗, 1∗ = 0, 0∗ = 1,

2) a∗∗∗ = a∗, a ≤ a∗∗ ≤ a∗ → a,

3) (a ∧ b)∗ = a∗ ∨ b∗, (a ∨ b)∗ = a∗ ∧ b∗,

4) (a ∧ b)∗∗ = a∗∗ ∧ b∗∗, (a ∨ b)∗∗ = a∗∗ ∨ b∗∗,

5) (a� b)∗∗ = a∗∗ � b∗∗, (a→ b)∗∗ = a∗∗ → b∗∗,

6) a→ b∗ = b→ a∗ = a∗∗ → b∗ = (a� b)∗.
Lemma 6. [11] Let L = (L,∨,∧,�,→, 0, 1) be a commutative residuated lattice.
If x, y ∈ L such that x ∨ y = 1, then x� y = x ∧ y.
Definition 7. [11] A lattice (L,∨,∧) is distributive if for every x, y, z ∈ L we have
x ∨ (y ∧ z) = (x ∨ y) ∧ (x ∨ z) or equivalently x ∧ (y ∨ z) = (x ∧ y) ∨ (x ∧ z).
Definition 8. [11] A complete residuated lattice L is called Brouwerian if a ∧
(
∨
i bi) =

∨
i(a ∧ bi), for all a, bi ∈ L.

Remark 9. Let (L,∨,∧, 0, 1) be a bounded lattice. Recall (see [11]) that an element
a ∈ L is called complemented if there is an element b ∈ L such that a ∨ b = 1 and
a ∧ b = 0. If such element b exists it is called a complement of a. The set of all
complemented elements of L is denoted by B(L). Complements are not generally
unique, unless the lattice is distributive.
In residuated lattices however, although the underlying lattices need not be dis-

tributive, the complements are unique [11]. Also, for every commutative residuated
lattice L, B(L) denotes the Boolean algebra of all complemented elements in L.

Definition 10. [11] Let L = (L,∨,∧,�,→, 0, 1) be a commutative residuated lat-
tice. Then we say that L is Boolean if B(L) = L.

Definition 11. [11] A commutative residuated lattice L is called a G-algebra if
x� x = x, for all x ∈ L.
We note that in every G-algebra L, x� y = x ∧ y for all x, y ∈ L.
Definition 12. [11] We say that a commutative residuated lattice L is locally finite
if for all x ∈ L, x 6= 1, there is n ∈ N such that xn = 0. The least such n is called
the order of x denoted by ord(x).

Proposition 13. [11] In any locally finite commutative residuated lattice L, for all
x ∈ L:
1) 0 < x < 1 iff 0 < x∗ < 1,
2) x∗ = 0 iff x = 1,
3) x∗ = 1 iff x = 0.
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3. Matrices Over Residuated Lattices

Throughout this paper, we assume that L is a commutative residuated lattice,
unless otherwise stated. In this section we consider Mn×n(L), the set of all n × n
matrices over L, and define some appropriate operations on Mn×n(L) induced by
L and construct the algebra Mn×n(L). A = [aij ]n×n, B = [bij ]n×n, C = [cij ]n×n,
etc.

Definition 14. Let Mn×n(L) = {[aij ]n×n | 1 ≤ i, j ≤ n, aij ∈ L}. Define:

(1) [aij ]n×n t [bij ]n×n = [aij ∨ bij ]n×n,

(2) [aij ]n×n u [bij ]n×n = [aij ∧ bij ]n×n,

(3) [aij ]n×n � [bij ]n×n = [cij ]n×n, such that cij =
∨n
t=1(ait � btj),

(4) [aij ]n×n B [bij ]n×n = [cij ]n×n, such that cij =
∧n
t=1(ajt → bit),

(5) [aij ]n×n C [bij ]n×n = [cij ]n×n, such that cij =
∧n
t=1(ati → btj).

Let A,B ∈Mn×n(L). Define:

(6) A � B iff A uB = A iff A tB = B iff aij ≤ bij for all 1 ≤ i, j ≤ n,

(7) ⊥ = [aij ]n×n where aij = 0 for all 1 ≤ i, j ≤ n,

(8) > = [aij ]n×n where aij = 1 for all 1 ≤ i, j ≤ n,

(9) In = [aij ]n×n where aij = 1 if i = j and aij = 0 otherwise.

Based on the above, we may consider (Mn×n(L),t,u,�,B,C,⊥,>, In) as an
algebra of type (2, 2, 2, 2, 2, 0, 0, 0) and show this algebra by Mn×n(L). We see that
the relation � defined by (6) is an order on the Mn×n(L).
Here are some properties of this structure.

Lemma 15. Let A,B and C ∈Mn×n(L). Then the following hold:
1) A tB = B tA and A uB = B uA.
2) A t (B t C) = (A tB) t C and A u (B u C) = (A uB) u C.
3) A tA = A uA = A.
4) A t (A uB) = A u (A tB) = A.
5) Au ⊥=⊥ and A t > = >.
6) (A�B)� C = A� (B � C).
7) In �A = A� In = A.
8) (B t C)�A = (B �A) t (C �A).
9) A� (B t C) = (A�B) t (A� C).
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10) (B u C)�A � (B �A) u (C �A).
11) A� (B u C) � (A�B) u (A� C).
12) A� ⊥=⊥ �A =⊥.
Proof. We only prove 6 and 11, the others are similarly proved by using the
definitions of corresponding operations. Let A = [aij ]n×n, B = [bij ]n×n and
C = [cij ]n×n ∈ Mn×n(L). By definition of � and Theorem 2, for all 1 ≤ i, j,≤ n,
we have

((A�B)� C)ij =
n∨
t=1

((

n∨
t′=1

(ait′ � bt′ t))� ctj)

=

n∨
t=1

(

n∨
t′=1

(ait′ � bt′ t � ctj))

=

n∨
t′=1

(ait′ � (
n∨
t=1

(bt′ t � ctj)))

=(A� (B � C))ij .
To prove (11), for all 1 ≤ i, j,≤ n

(A� (B u C))ij =
n∨
t=1

(ait � (btj ∧ ctj))

≤
n∨
t=1

((ait � btj) ∧ (ait � ctj))

=(

n∨
t=1

(ait � btj)) ∧ (
n∨
t=1

(ait � ctj))

=(A�B)ij u (A� C)ij .
�

Corollary 16. Let L and Mn×n(L) be as above. Then

(a) (Mn×n(L),t,u,⊥,>) is a bounded lattice,

(b) (Mn×n(L),�, In) is a monoid,

(c) (�,B) and (�,C) are two adjoint pairs, i.e.,

A�B � C iff A � B B C iff B � AC C, for all A,B and C ∈Mn×n(L).

Proof. (a) (Mn×n(L),t,u) is a lattice by 1- 4 of Lemma 15 and boundedness fol-
lows from 5 of Lemma 15.
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(b) (Mn×n(L),�, In) is a monoid by 6 and 7 of Lemma 15.
(c) let A = [aij ]n×n, B = [bij ]n×n and C = [cij ]n×n ∈ Mn×n(L). Then for all
1 ≤ i, j, t ≤ n

A�B � C ⇔(A�B)ij ≤ cij

⇔
n∨
t=1

(ait � btj) ≤ cij

⇔ait � btj ≤ cij
⇔ait ≤ btj → cij

⇔aij ≤ bjt → cit by interchanging t and j

⇔aij ≤
n∧
t=1

(bjt → cit)

⇔A � B B C.
To prove the other relation for all 1 ≤ i, j, t ≤ n, we have

A�B � C ⇔(A�B)ij ≤ cij

⇔
n∨
t=1

(ait � btj) ≤ cij

⇔ait � btj ≤ cij
⇔btj ≤ ait → cij

⇔bij ≤ ati → ctj by interchanging t and i

⇔bij ≤
n∧
t=1

(ati → ctj)

⇔B � AC C.
�

It is well known that in a commutative residuated lattice (L,∨,∧,�,→, 0, 1) for
all a, b ∈ L, a→ b = 1 iff a ≤ b. But in Mn×n(L) we have the following:

Lemma 17. For every A,B ∈Mn×n(L), A � B iff In � ABB iff In � ACB.
Proof. A � B iff A = A � In = In � A � B iff In � A B B iff In � A C B, by
residuation propositionerty part (c) in Corollary 16. �

Remark 18. If A =

(
1 0
0 1

)
, B =

(
1 1
0 1

)
∈ Mn×n({0, 1}), then A B B =

ACB =
(
1 1
0 1

)
6= > and A � B.
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Definition 14, Corollary 16 show that Mn×n(L), has a residuated structure in
which the monoid (Mn×n(L),�, In) is not generally commutative and the identity
element In is different from the top element > of the corresponding bounded lattice
in (a) of Corollary 16. We will examine some properties of Mn×n(L).

Proposition 19. Let A,B,C be elements of Mn×n(L) such that A � B and
C � D, then for every Z ∈Mn×n(L)

(a)A� C � B �D,

(b)Z �A � Z �B,

(c)Z BA � Z BB and Z CA � Z CB,

(d)B B Z � AB Z and B C Z � AC Z,

(e)A � B B (A�B) and A � B C (B �A),

(f)AB> = AC> = >,

(j)⊥BA = ⊥CA = >,

(k)In B⊥ = In C⊥ = ⊥,

(l)>B In = >C In = ⊥,

(m)>BA � A and >CA � A.
Proof. All of the above can be readily obtained by using the definitions of corre-
sponding operations. For instance, for (a) since in residuated lattice L we have
ait � ctj ≤ bit � dtj for all i, j, t = 1, 2, ..., n,
(A�C)ij =

∨n
t=1(ait�ctj) ≤

∨n
t=1(bit�dtj) = (B�D)ij . Then (A�C) � (B�D).

(c) Let A � B. Then ait ≤ bit for all 1 ≤ i, t ≤ n, by Theorem 2 (15) we have
zjt → ait ≤ zjt → bit. Then

∧n
t=1(zjt → ait) ≤

∧n
t=1(zjt → bit). So we get

Z B A � Z B B. The relation Z C A � Z C B, is proved similarly. For the last
part we have (>BA)ij =

∧n
t=1(1→ ait) =

∧n
t=1 ait ≤ aij for all 1 ≤ i, j ≤ n, then

>BA � A. The others are similarly proved. �
Let A ∈Mn×n(L). We put A− = AB⊥ and A∼ = AC⊥. Then we prove:

Proposition 20. A− �A = ⊥ and A�A∼ = ⊥, for every A ∈Mn×n(L).

Proof. Let A− � A = [xij ]n×n. Then xij =
∨n
t=1(bit � atj) for all 1 ≤ i, j ≤ n,

where bit =
∧n
k=1(atk → 0). So xij =

∨n
t=1(

∧n
k=1(atk → 0) � atj) = 0, because

when k = j, (atj → 0)� atj = 0, for all t = 1, ..., n. �
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Corollary 21. ⊥− = ⊥∼ = > and >− = >∼ = ⊥.

Proposition 22. The following properties hold for all A,B,C ∈Mn×n(L).
1) (A�B)B C = AB (B B C),
2) (B �A)C C = AC (B C C),
3) A � B B (A�B),
4) A � B C (B �A),
5) (A tB)B C = (AB C) u (B B C),
6) (A tB)C C = (AC C) u (B C C),
7) (A uB)B C = (AB C) t (B B C),
8) (A uB)C C = (AC C) t (B C C),
9) (B B C)� (ABB) � AB C,
10)(ACB)� (B C C) � AC C,
11)A � (AB⊥)C⊥,
12)A � (AC⊥)B⊥.

Proof. We prove only (1),(3),(9),(11) and (12). The others are similarly proved. To
prove (1) we have: ((A�B)BC)ij =

∧n
t=1(c

′

jt → cit) such that c
′

jt =
∨n
t′=1(ajt′ �

bt′ t). Then by Theorem 2

((A�B)B C)ij =
n∧
t=1

(

n∨
t′=1

(ajt′ � bt′ t))→ cit

=

n∧
t=1

(

n∧
t′=1

((ajt′ � bt′ t)→ cit))

=

n∧
t=1

(

n∧
t′=1

(ajt′ → (bt′ t → cit)))

=

n∧
t′=1

(

n∧
t=1

(ajt′ → (bt′ t → cit)))

=

n∧
t′=1

[(ajt′ → (

n∧
t=1

(bt′ t → cit))]

=

n∧
t′=1

(ajt′ → (b•
it′
)) where b•

it′
=

n∧
t=1

(bt′ t → cit)

=(AB (B B C))ij .

Then (A�B)B C = AB (B B C).
To prove (3), we have

((A tB)B C)ij =(
n∧
t=1

c•jt → cit)
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=(

n∧
t=1

(ajt ∨ bjt)→ cit) where c•jt = (ajt ∨ bjt)

=(

n∧
t=1

[(ajt → cit) ∧ (bjt → cit)])

=[

n∧
t=1

[(ajt → cit)] ∧ [
k∧
t=1

(bjt → cit)]]

=(AB C)ij u (B B C)ij .

Then (A t B) B C = (A B C) u (B B C). For (9) take D = A B B. Then in
particular D � A B B so D � A � B. Similarly, if we take D

′
= B B C, then we

have D
′�B � C, and thus D′� (D�A) = (D′�D)�A � D′�B � C. Therefore

D
′ �D � ABC, which means that (BBC)� (ABB) � ABC. The proof of (10)

is similar. (11) and (12) follows from Proposition 20. �

Theorem 23. If L is a complete residuated lattice, A ∈ Mn×n(L) and (Bi)i∈I is
a family of elements of Mn×n(L), then

1) A� (ti∈IBi) = ti∈I(A�Bi),

2) (ti∈IBi)�A = ti∈I(Bi �A),

3) A� (ui∈IBi) � ui∈I(A�Bi),

4) (ui∈IBi)�A � ui∈I(Bi �A),

5) AB (ui∈IBi) � ui∈I(ABBi),

6) AC (ui∈IBi) � ui∈I(ACBi) ,

7) (ti∈IBi)BA � ui∈I(Bi BA),

8) (ti∈IBi)CA � ui∈I(Bi CA).

Proof. We prove only (1),(5) and (7). The others are similarly proved. For (1)
Clearly, A � Bi � A � (ti∈IBi), for each i ∈ I. Therefore ti∈I(A � Bi) � A �
(ti∈IBi). Conversely, since for every i ∈ I, A � Bi � ti∈I(A � Bi), Bi � A C
[ti∈I(A � Bi)]. So ti∈IBi � A C [ti∈I(A � Bi)]. Therefore A � (ti∈IBi) �
ti∈I(A�Bi), and we obtain the requested equality.
To prove (5) it is enough to set ui∈IBi = B. Then B � Bi for each i ∈ I.
So A B B � A B Bi and we have A B (ui∈IBi) � ui∈I(A B Bi). For (7) put
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B = ti∈IBi, then Bi � B for every i ∈ I, so B B A � Bi B A. Therefore
(ti∈IBi)BA � ui∈I(Bi BA). �

Proposition 24. Let A = [aij ]n×n, B = [bij ]n×n ∈Mn×n(L). If A tB = >, then
A uB = [cij ]n×n = [aij � bij ]n×n, for all 1 ≤ i, j ≤ n.

Proof. If AtB = >, then aij ∨ bij = 1 for 1 ≤ i, j ≤ n. By Lemma 6 we have aij ∧
bij = aij�bij for 1 ≤ i, j ≤ n. Therefore AuB = [aij∧bij ]n×n = [aij�bij ]n×n. �

We note that if L is a G-algebra, we have always A uB = [aij � bij ]n×n.

We showed that Mn×n(L) behaves like a residuated lattice. But there are some
differences. There are some properties of residuated lattices which do not hold in
Mn×n(L).

Example 25. Let L = {0, a, b, 1} with 0 < a, b < 1 such that a, b are incompa-
rable. Then L is a commutative residuated lattice relative to the following operations

� 0 a b 1
0 0 0 0 0
a 0 a 0 a
b 0 0 b b
1 0 a b 1

→ 0 a b 1
0 1 1 1 1
a b 1 b 1
b a a 1 1
1 0 a b 1

by counter examples we show that the following properties do not hold in the
algebra Mn×n(L), for every A,B,C ∈Mn×n(L).

1) ABA = >,

2) A�B � A uB,

3) >BA = A,

4) if A � B then A � C BB, in particular A � C BA,

5) A�B � ABB,

6) if A�A = A then A�B = A uB,

7) A� (ABB) � B,

8) (ABB) = AB (A uB),

9) B � ABB.
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Proof. We get these matrices of M2×2(L). (1) if A =

(
1 0
0 1

)
. Then A B A =

I2 6= >.
(2) if A =

(
a b
0 0

)
and B =

(
a 1
0 b

)
. Then A�B =

(
a a ∨ b
0 0

)
� AuB =(

a b
0 0

)
= A.

(3) put A = I2, then >B I2 = ⊥ and I2 6= ⊥.
(4) let A =

(
a b
0 0

)
and B =

(
a 1
0 b

)
and C =

(
b 1
1 a

)
. Then C B B =(

a a
0 0

)
we get A � C BB, and C BA = ⊥ then A � ⊥.

(5) put A =
(
1 1
0 0

)
and B =

(
0 0
1 1

)
then A�B =

(
1 1
0 0

)
and ABB =(

0 1
1 1

)
, so A�B � ABB.

(6) set A = I2 and B =
(
0 1
1 0

)
then A�A = A and A�B = B 6= A uB = ⊥.

(7) let A =
(
1 1
0 0

)
and B =

(
0 0
1 1

)
. Then ABB =

(
0 1
1 1

)
and A� (AB

B) =

(
1 1
0 0

)
� B =

(
0 0
1 1

)
.

(8) let A =
(
1 0
0 1

)
and B =

(
0 1
1 0

)
. Then ABB =

(
0 1
1 0

)
and AB (Au

B) =

(
0 0
0 0

)
.

(9) put B = I2, A = > then >B I2 = ⊥ and I2 � ⊥. �
Remark 26. The results that we have proved so far for commutative residuated
lattices can be extended to generalized residuated lattices, i.e., not necessarily com-
mutative ones (Definition 1). In this case the operations B and C are defined in
terms of → and  respectively.
Now, we show that the basic Corollary 16 is extended to matrices over generalized
residuated lattices.

The results of Corollary 16 can be extended to matrices over generalized resid-
uated lattices as follows:

Theorem 27. Let L be a generalized residuated lattice and Mn×n(L) be the set of
all square matrices over L. Then
(a) (Mn×n(L),t,u,⊥,>) is a bounded lattice,

(b) (Mn×n(L),�, In) is a monoid,
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(c) (�,B) and (�,C) are two adjoint pairs, i.e.,

A�B � C iff A � B B C iff B � AC C, for all A,B and C ∈Mn×n(L).

Proof. Let [aij ]n×n, [bij ]n×n, [cij ]n×n ∈ Mn×n(L). It is enough like the previous
case [aij ]n×n B [bij ]n×n = [cij ]n×n, such that cij =

∧n
t=1(ajt → bit) and define:

[aij ]n×nC [bij ]n×n = [cij ]n×n, such that cij =
∧n
t=1(ati  btj). The proof is similar

to Corollary 16. �

4. Some more properties of Mn×n(L)

In this section, we investigate more properties of Mn×n(L). In the following we
are going to establish some connections between the properties of the residuated
lattice L and the corresponding properties of the Mn×n(L).

Proposition 28. Mn×n(L) is distributive iff L distributive.

Proof. Let A = [aij ]n×n, B = [bij ]n×n, C = [cij ]n×n ∈ Mn×n(L). Then the result
follows from the following identities:

(A u (B t C))ij =aij ∧ (bij ∨ cij)
=(aij ∧ bij) ∨ (aij ∧ cij)
=(A uB)ij ∨ (A u C)ij
=((A uB) t (A u C))ij .

�
Definition 29. The element A ∈ Mn×n(L) is called complemented if there is an
element B ∈ Mn×n(L) such that A t B = > and A u B = ⊥. Such an element B
is called a complement element of A.

The following proposition together with Remark 9, show that if L is comple-
mented, then every A ∈Mn×n(L) has a unique complement B denoted by B = Ac.
The set of all complemented elements of Mn×n(L) is denoted by B(Mn×n(L)).

Proposition 30. L is complemented iff Mn×n(L) is complemented.

Proof. Let A = [aij ]n×n ∈ Mn×n(L). Then aij ∈ L for all i, j = 1, 2, 3, ..., n. Since
L is complemented, there is unique bij ∈ L such that aij ∨ bij = 1 and aij ∧ bij = 0
for all i, j = 1, 2, 3, ..., n. Put Ac = [bij ]n×n, we get A t Ac = > and A u Ac = ⊥.
Then Mn×n(L) is complemented.
Conversely, let Mn×n(L) be complemented, i.e., for any A = [aij ]n×n ∈ Mn×n(L),
there is Ac = [bij ]n×n such that A t Ac = > and A u Ac = ⊥. Then aij ∨ bij = 1
and aij ∧ bij = 0 for all i, j = 1, 2, 3, ..., n, i.e., L is complemented. �
Corollary 31. Mn×n(L) is Boolean iff L is Boolean.

Let A = [aij ]n×n ∈Mn×n(L). Define A∗ = [a∗ij ]n×n, where a
∗
ij = aij → 0 for all

1 ≤ i, j ≤ n.
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Theorem 32. If A,B ∈Mn×n(L), we have

1) if A � B, then B∗ � A∗,

2) A � A∗∗, >∗ = ⊥, ⊥∗ = >,

3) A∗∗∗ = A∗,

4) (A uB)∗ = A∗ tB∗, (A tB)∗ = A∗ uB∗,

5) (A uB)∗∗ = A∗∗ uB∗∗, (A tB)∗∗ = A∗∗ tB∗∗,

6) (ABB∗) = (A�B)∗.

Theorem 33. Let C ∈ B(Mn×n(L)). Then Cc = C∗ and C∗∗ = C.

Proof. Let C ∈ B(Mn×n(L)). Put A = Cc, then C tA = > and C uA = ⊥. Since
C uA = ⊥, we have cij ∧ aij = 0, for all 1 ≤ i, j ≤ n. But cij � aij ≤ cij ∧ aij = 0
implies that cij � aij = 0. By adjoint property aij ≤ c∗ij . Then

(1)A = Cc � C∗.
On the other hand

c∗ij =1� c∗ij
=(cij ∨ c

′

ij)� c∗ij
=(cij � c∗ij) ∨ (c

′

ij � c∗ij)

=0 ∨ (c
′

ij � c∗ij)

=(c
′

ij � c∗ij) ≤ c
′

ij

Then c∗ij ≤ c
′

ij and it follows that
(2) C∗ � Cc = A.
From (1) and (2) we have C∗ = Cc and C∗∗ = Ccc = C. �

Corollary 34. The following conditions are equivalent:
i) C ∈ B(Mn×n(L));
ii) C t C∗ = >.

Proof. To prove (ii) from (i), for every C ∈ Mn×n(L) let C ∈ B(Mn×n(L)). Then
C t Cc = C t C∗ = >, by Theorem 33.
Conversely, if C t C∗ = >, by Theorem 32, >∗ = ⊥ = (C t C∗)∗ = C∗ u C∗∗ �
C∗ u C. So C∗ u C = ⊥. We get C ∈ B(Mn×n(L)). �

Proposition 35. Let L be a complete residuated lattice. Then Mn×n(L) is Brouw-
erian iff L is Brouwerian.
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Proof.

A u (tk∈KBk) = tk∈K(A uBk)⇔(A u (tk∈KBk))ij = (tk∈K(A uBk))ij
⇔(aij ∧ (

∨
k∈K

bkij )) = (
∨
k∈K

(aij ∧ bkij )),

for all 1 ≤ i, j ≤ n. �

For A ∈Mn×n(L). The powers of A, An for integers n ≥ 0 are defined inductively
as : A0 = In and An = An−1 �A.

Definition 36. An element A ∈ Mn×n(L) is called idempotent iff A2 = A, and it
is called nilpotent if there exists a natural number n such that An = ⊥. The least
such n is called the nilpotence order of A and is denoted by ord(A); if there is no
such n then ord(A) =∞.

Theorem 37. L is locally finite, if and only if Mn×n(L
∗) is locally finite (every

A ∈Mn×n(L
∗) is nilpotent), where L∗ = L \ {1}.

Proof. LetD = {a1, a2, ..., ak} denote the set of all elements (entries) of A ∈
Mn×n(L

∗). Put s = max{t ∈ N | ati = 0; forall1 ≤ i ≤ k}. Let s
′
= sk.

Then As
′
= ⊥, because � is commutative and if Ask = [aij ]n×n, then aij =∨n

t=1(ait � atj) such that ait is entries of Ask−1. Then ait =
∨n
t′=1(ait′ � at′ t) so

aij =
∨n
t=1(

∨n
t′=1(ait′ �at′ t)�atj), where ait′ is entries of Ask−2 and at′ t is entries

of A. By continue this process we get aij = 0.
The converse is trivially true, because for every a ∈ L, a 6= 1, we may consider
A = [a]n×n. �

For every A ∈Mn×n(L), we define A∗ = [a∗ij ]n×n where A = [aij ]n×n. Then

Proposition 38. If L is locally finite, then for every A ∈Mn×n(L)
1) A∗ = ⊥ iff A = >,
2) A∗ = > iff A = ⊥,
3) ⊥ ≺ A ≺ > iff ⊥ ≺ A∗ ≺ >.

Proof. Let A = [aij ]n×n. Then aij = 1 iff a∗ij = 0 for all 1 ≤ i, j ≤ n, that imply
A∗ = ⊥ iff A = >. The proof of (2) is similar. For (3), let ⊥ ≺ A ≺ >. So there
is aij ∈ A such that 0 < aij < 1, for some 1 ≤ i, j ≤ n. Then by Proposition 13,
0 < a∗ij < 1 and we get ⊥ ≺ A∗ ≺ >. �

We note that nilpotent matrices over rings are matrices whose diagonal entries
are zero, but this is not true in the case of matrices over residuated lattices as the
following example shows:

Example 39. Let L = {0, a, b, c, 1}, where 0 < a < b < c < 1 and the operations
�,→ given by the following tables. Then L = (L,∨,∧,�,→, 0, 1) is a commutative
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residuated lattice and we have: ord(0)=1, ord(a)=2, ord(b)=2, ord(c)=3. Thus, L
is a locally finite commutative residuated lattice [4].

� 0 a b c 1
0 0 0 0 0 0
a 0 0 0 0 a
b 0 0 0 0 b
c 0 0 a a c
1 0 a b c 1

→ 0 a b c 1
0 1 1 1 1 1
a c 1 1 d 1
b b c 1 1 1
c b c c 1 1
1 0 a b c 1

Then A =

(
a 0
0 b

)
,B =

(
a c
0 b

)
∈ M2×2(L) are two nilpotent matrices, be-

cause A2 = B3 = ⊥.
It is well known that filters and ideals play important roles in algebras specially in

defining congruence relations and corresponding quotient algebras. This motivates
us to define ideals, filters of Mn×n(L) . We give some examples and establish some
relations between these subsets of Mn×n(L) and the corresponding ones in L. We
will employ these properties to characterize invertible matrices in Mn×n(L).

Definition 40. A nonempty subset S of Mn×n(L) is called a filter of Mn×n(L) if
the following conditions hold:
1) if A,B ∈ S, then A�B ∈ S,
2) if A ∈ S, B ∈Mn×n(L) and A � B then B ∈ S.
A filter S of Mn×n(L) is proper if S 6=Mn×n(L). Clearly, S is a proper filter iff

⊥ /∈ S.
Example 41. Let L be a residuated lattice defined in Example 25. Then S =

{
(
1 a
1 1

)
,
(
1 b
1 1

)
,
(
1 1
1 1

)
}, is a proper filter of M2×2(L).

Theorem 42. Mn×n(F ) for F ⊆ L is a filter of Mn×n(L) iff F is a filter of L.

Proof. Let F be a filter of L. We prove that conditions (1) and (2) of Definition
40 hold. For(1) let A,B ∈ Mn×n(F ). Take A = [aij ]n×n , B = [bij ]n×n for
all 1 ≤ i, j ≤ n and aij , bij ∈ F , but F is a filter of L, then ait � btj ∈ F for all
1 ≤ i, t ≤ n. On the other hand we know that ait�btj ≤

∨n
t=1 ait�btj = (A�B)ij ∈

F . So A � B ∈ Mn×n(F ). For (2) let A � B and A = [aij ]n×n ∈ Mn×n(F )
but because we assume that F is a filter and aij ≤ bij we have bij ∈ F , then
B = [bij ]n×n ∈Mn×n(F ).
Conversely, let Mn×n(F ) for F ⊆ L be a filter of Mn×n(L), we show that F is a
filter of L, i.e., the conditions (i) and (ii) of Definition 3 is hold . For (i) let a, b ∈ F
and put A = [a]n×n, B = [b]n×n. Then A,B ∈ Mn×n(F ) so A� B = [a� b]n×n ∈
Mn×n(F ), then a� b ∈ F . Finally to prove (ii) let a ∈ F , b ∈ L and a ≤ b. We set
A = [a]n×n , B = [b]n×n ∈Mn×n(L), clear that A � B, but Mn×n(F ) is a filter of
Mn×n(L) then B ∈Mn×n(F ), i.e., b ∈ F . �
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Corollary 43. Mn×n(F ) for F ⊆ L is a proper filter of Mn×n(L) iff F is a proper
filter of L.

Proposition 44. Let F be a filter of L. Then:
1) > ∈Mn×n(F ),
2) If A,B ∈Mn×n(F ), then A uB ∈Mn×n(F ),
3) If A,ABB (A,ACB) ∈Mn×n(F ), then B ∈Mn×n(F ).

Proof. (1) holds because 1 ∈ F . For (2) let A = [aij ]n×n, B = [bij ]n×n ∈Mn×n(F ).
Then aij , bij ∈ F , but F is a filter of L, then aij � bij ≤ aij ∧ bij ∈ F . So
A u B ∈ Mn×n(F ). To prove (3), we know that (A B B)ij =

∧n
t=1(ajt → bit) ∈ F

1 ≤ i, j ≤ n. Recall that if a ∈ F and a → b ∈ F imply that b ∈ F because
a� (a→ b) ≤ b. Now ajt → bit ≥

∧n
t=1(ajt → bit) ∈ F implies that ajt → bit ∈ F

for every 1 ≤ i, j, t ≤ n and from above it follows that bit ∈ F for 1 ≤ i, t ≤ n.
Then B ∈Mn×n(F ). The proof of another case is similar. �

Corollary 45. If F1, F2 are two filters of L such that F1∩F2 = {1}, then for every
A ∈Mn×n(F1) and B ∈Mn×n(F2) such that A 6= > 6= B, we have ABB(ACB) /∈
Mn×n(F1) and B BA(B CA) /∈Mn×n(F2).

Remark 46. The Proposition 44 does not hold for every filter of Mn×n(L). For

instance, in Example 41, if we set A =

(
1 a
1 1

)
and B =

(
1 b
1 1

)
. Then

A uB =
(
1 0
1 1

)
/∈ S.

Lemma 47. If Fi are filters of Mn×n(L), then
⋂
i∈I Fi is a filter of Mn×n(L).

Proposition 48. If L is a residuated lattice, then the sets Mn×n(L)
− = {A ∈

Mn×n(L) | A− = ⊥} and Mn×n(L)
∼ = {A ∈ Mn×n(L) | A∼ = ⊥} are proper

filters of Mn×n(L).

Proof. If A,B ∈ Mn×n(L)
−, then by Proposition 22, we have (A � B)− = (A B

B−) = (A B ⊥) = ⊥. So A � B ∈ Mn×n(L)
−. If A ∈ Mn×n(L)

−, B ∈ Mn×n(L)
such that A � B, then by Proposition 19, B− � A− = ⊥. So B− = ⊥, and
B ∈ Mn×n(L)

−. But by Corollary 21, ⊥ /∈ Mn×n(L)
−, and we conclude that

Mn×n(L)
− is a proper filter of Mn×n(L). Similarly for the case of Mn×n(L)

∼. �

Definition 49. A subset S ⊆ Mn×n(L) is called an ideal of Mn×n(L) if the fol-
lowing conditions hold:
i) ⊥ ∈ S,
ii) if A,B ∈ S, then A tB ∈ S,
iii) if A ∈Mn×n(L), B ∈ S and A � B, then A ∈ S.
An ideal S of Mn×n(L) is called proper if S 6= Mn×n(L). Clearly, S is proper iff
> /∈ S. The ideal S of Mn×n(L) is called prime if for all A,B ∈ Mn×n(L) such
that A uB ∈ S, then A ∈ S or B ∈ S.
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Theorem 50. Mn×n(I) for I ⊆ L is an ideal of Mn×n(L) iff I is an ideal of L.

Corollary 51. For ideal I of L, Mn×n(I) is proper iff I is proper.

Definition 52. For X ⊆Mn×n(L), B ∈Mn×n(L), we define
[X,B] = {A ∈ Mn×n(L) | A�B ∈ X}, in particular if X = {⊥}, then [{⊥}, B] is
called an annihilator of the matrix B. Generally for X,Y ⊆Mn×n(L), we define

[X,Y ] = {A ∈Mn×n(L) | A�B ∈ X; for all B ∈ Y }.

Theorem 53. For subsets X,Y ⊆ Mn×n(L), if X is an ideal of Mn×n(L), then
[X,Y ] is an ideal of Mn×n(L).

Proof. If X is an ideal of Mn×n(L), then ⊥ ∈ X, and we know that ⊥�B = ⊥ for
all B ∈ Y , so ⊥ ∈ [X,Y ]. We assume that A,A′ ∈ [X,Y ], then for all B ∈ Y we
have A�B, A′ �B ∈ X. But X is an ideal of Mn×n(L), so (A�B) t (A

′ �B) =
(AtA′

)�B ∈ X. Therefore AtA′ ∈ [X,Y ]. On the other hand if we put A � A′

and A
′ ∈ [X,Y ], then for all B ∈ Y we have A

′ � B ∈ X. But since X is an ideal
and A�B � A′ �B, we get A ∈ [X,Y ]. Then [X,Y ] is an ideal of Mn×n(L). �

Corollary 54. For every B ∈Mn×n(L), [{⊥}, B] is an ideal of Mn×n(L).

Theorem 55. Let L a Godel residuated lattice. If X is a prime ideal of Mn×n(L),
then [X,Y ] is a prime ideal, for every Y ⊆Mn×n(L).

Proof. Let A,B ∈ Mn×n(L) be arbitrary elements such that A u B ∈ [X,Y ] and
A,B /∈ [X,Y ]. Since L is Godel, then by using Theorem 2, for every D ∈ Y ,
(A uB)�D = (A�D) u (B �D) ∈ X. But X is a prime ideal. Then A�D ∈ X
or B � D ∈ X for every D ∈ Y , and we get A ∈ [X,Y ] or B ∈ [X,Y ], which
contradicts A,B /∈ [X,Y ]. �

Lemma 56. Let X,X1, X2, Y, Y1, Y2 and Xi, Yi, i ∈ I, be arbitrary subsets of
Mn×n(L). Then

1) If X1 ⊆ X2 then [X1, Y ] ⊆ [X2, Y ],

2) If Y1 ⊆ Y2 then [X,Y2] ⊆ [X,Y1],

3) If Y = φ then [X,Y ] =Mn×n(L),

4) If X = φ, Y 6= φ then [X,Y ] = φ,

5) If Y = {In}, then [X,Y ] = X,

6) [{⊥}, {⊥}] =Mn×n(L), [{>}, {>}] = {>, In}.
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7) [X,Y ] =
⋂
B∈Y [X,B],

8) [X,Mn×n(L)] ⊆ X,

9) [X,Mn×n(L)] = φ iff ⊥ /∈ X,

10) [X,⊥] =Mn×n(L) iff ⊥ ∈ X,

11) ([X1, Y1] ∩ [X2, Y2]) ⊆ [X1 ∩X2, Y1 ∩ Y2],

12) [X,
⋃
i∈I Yi] =

⋂
i∈I [X,Yi] ⊆

⋃
i∈I [X,Yi] ⊆ [X,

⋂
i∈I Yi],

13)
⋂
i∈I [Xi, Y ] = [

⋂
i∈I Xi, Y ] and

⋃
i∈I [Xi, Y ] ⊆ [

⋃
i∈I Xi, Y ].

Proof. (1) Let A ∈ [X1, Y ] be an arbitrary matrix. Then for every B ∈ Y ,
A�B ∈ X1. On the other hand X1 ⊆ X2, therefore for every B ∈ Y , A�B ∈ X2.
Then A ∈ [X2, Y ]. (2) is proved similarly.
(3) If Y = φ, then [X,φ] = {A ∈Mn×n(L) | A�B ∈ X; for all B ∈ φ} =Mn×n(L).
(4) is proved similarly.
(5) If Y = In, then [X, {In}] = {A ∈ Mn×n(L) | A � In = A ∈ X} = Mn×n(L) ∩
X = X. (6) proved similarly.
(7) A ∈ [X,Y ] iff for all B ∈ Y , A � B ∈ X iff for every B ∈ Y , A ∈ [X, {B}] iff
A ∈

⋂
B∈Y [X, {B}].

(8) Let A be an arbitrary element of [X,Mn×n(L)]. Then for all B ∈ Mn×n(L),
A�B ∈ X. Therefore A� In = A ∈ X. So [X,Mn×n(L)] ⊆ X.
(9) Let [X,Mn×n(L)] 6= φ. Then there is A ∈ [X,Mn×n(L)] and we have A�⊥ =
⊥ ∈ X, which contradicts ⊥ /∈ X. Conversely, let ⊥ ∈ X. Then for every
A ∈ Mn×n(L) we have ⊥ � A = ⊥ ∈ X. Therefore ⊥ ∈ [X,Mn×n(L)] which
contradicts [X,Mn×n(L)] = φ. So ⊥ /∈ X.
(10) Let ⊥ ∈ X then [X, {⊥}] =Mn×n(L). Conversely, let ⊥ /∈ X, then [X, {⊥}] =
φ, which contradicts [X, {⊥}] =Mn×n(L).
(11) Let A ∈ ([X1, Y1] ∩ [X2, Y2]) be an arbitrary element. Then for every B ∈ Y1
and C ∈ Y2, A � B ∈ X1 and A � C ∈ X2. Since Y1 ∩ Y2 ⊆ Y1, Y2, for every
D ∈ Y1 ∩ Y2, we have A�D ∈ X1 ∩X2. So A ∈ [X1 ∩X2, Y1 ∩ Y2].
(12) For every i ∈ I, Yi ⊆

⋃
i∈I Yi. Then by (2) we have for every i ∈ I,

[X,
⋃
i∈I Yi] ⊆ [X,Yi]. Therefore for every i ∈ I, [X,

⋃
i∈I Yi] is a lower bound

for [X,Yi]. Then [X,
⋃
i∈I Yi] ⊆

⋂
i∈I [X,Yi]. Conversely, let A ∈

⋂
i∈I [X,Yi] be

an arbitrary element. Then for every i ∈ I, Bi ∈ Yi, A � Bi ∈ X. Now we let
C ∈

⋃
i∈I Yi be an arbitrary element. Then there is j ∈ I, such that C ∈ Yj . So

A� C ∈ X and we get A ∈ [X,
⋃
i∈I Yi].

Again by (2), for every i ∈ I, [X,Yi] ⊆ [X,
⋂
i∈I Yi]. Then for every i ∈ I,

[X,
⋂
i∈I Yi], is an upper bound for every [X,Yi]. Therefore

⋃
i∈I [X,Yi] ⊆ [X,

⋂
i∈I Yi].

(13) For every i ∈ I,
⋂
i∈I Xi ⊆ Xi. Then by (1) we have for every i ∈ I,
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[
⋂
i∈I Xi, Y ] ⊆ [Xi, Y ]. Then [

⋂
i∈I Xi, Y ] ⊆

⋂
i∈I [Xi, Y ]. Conversely let A ∈⋂

i∈I [Xi, Y ] be an arbitrary element. Then for every i ∈ I, B ∈ Y , A � B ∈ Xi.
Therefore for every B ∈ Y ,A�B ∈

⋂
i∈I Xi, so A ∈ [

⋂
i∈I Xi, Y ]. Similarly we can

prove that
⋃
i∈I [Xi, Y ] ⊆ [

⋃
i∈I Xi, Y ]. �

Remark 57. The converse of 4,5 and identities, in 8 and 11 are not necessarily
true, because for (4) if we let X = {>}, Y = {⊥}. Then [X,Y ] = φ, Y 6= φ but
X 6= φ.
For (5) set X =Mn×n(L), Y = {⊥}. Then [X,Y ] = X, and Y 6= {In}.
For (8) put X = {⊥, In,>}. Then, [X,Mn×n(L)] = {⊥} ⊂ {⊥, In,>} = X.
For (11) it is enough to put X1 = {⊥, In,>}, X2 = {⊥, In}, Y1 = Mn×n(L) and
Y2 = {⊥}. Then [X1, Y1] = {⊥}, [X2, Y2] = Mn×n(L). So ([X1, Y1] ∩ [X2, Y2]) =
{⊥} ⊂ [X1 ∩X2, Y1 ∩ Y2] = [X2, Y2] =Mn×n(L).

5. Conclusion

We introduced the algebra of square matrices over a commutative residuated
lattice L and investigated some properties of this structure. We showed that this
algebra behaves like a residuated lattice, but there are some differences. We ex-
plored a set of like and unlike properties ofMn×n(L). Also, in this paper we studied
relationship between the residuated lattice L and Mn×n(L). In the next paper, we
discuss the notion of invertibility of matrices. We give necessary and suffi cient
conditions on matrices to be invertible. We use invertible matrices for solving rela-
tional equations over residuated lattice. In fact our main goal is solving the system
of equations with coeffi cients from residuated lattices. As noted we need to know
the algebraic structure of matrices over residuated lattices.

Acknowledgement. The authors would like to express their special thanks to the
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