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(0, u, ) -NEIGHBORHOOD FOR ANALYTIC FUNCTIONS
INVOLVING MODIFIED SIGMOID FUNCTION

HALIT ORHAN AND MURAT GAGLAR

ABSTRACT. In the present investigation we discuss the neighborhoods of an-
alytic functions defined by using modified sigmoid function. Further, we also
give some applications of Jack’s lemma.

1. INTRODUCTION AND DEFINITIONS

Sigmoid function is once the special functions which is a branch of mathematics
which is of the most importance to scientists and engineers who are concerned with
actual mathematical calculations such as in physics, engineering, statistics, com-
puter science etc. The theory of special functions was initially out-shined by many
other fields like functional analysis, real analysis, topology, differential equations
and algebra. There is a collection of three functions known as special functions.
They are the ramp function, the threshold function and the sigmoid function. The

most popular among them is the sigmoid function of the form G(s) = —1—, s € R.

1t+e=s?
This function is called as the sigmoidal curve or logistic function and has the fol-

lowing properties:

It outputs real numbers between 0 and 1.

e It maps a very large input domain to a small range of outputs.
e It never loses information because it is a one-to-one function.
e [t increases monotonically.

With all the properties mentioned in [8] sigmoid function is perfectly useful in
geometric function theory.
The sigmoid function is defined as
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Let 7(s) be a modified sigmoid function. That is,

(8)_ 2 —1+f_§+i_LS7+
T = o= T T2 T 24 T 240 T 10320 '

For details see [8], [9].
Let A be the class of functions of the form

flz) =2+ anz", (1)

which are analytic in the open unit disk D = {z € C: |z| < 1}.
The function

fr(z) =2+ Z T(s)anz",
n=2

which is analytic and univalent in D belongs to the class A, of the form (1) for
limg o 7(s) = 2.
Let A, be the class of functions f;(z) = z + Y 7(s)a,z™ that are analytic in
n=2
D. For f-(z) € A; and g-(2) € A;, f-(2) is said to be (0, y, 7)—neighborhood for
g-(2), if it satisfies |fL(z) — egL(z)| < p (2 € D) for some —7w < 6 < 7 and

> /2(1 — cosb).

We denote this neighborhood by (0, p, 7) — N(g-(2)). Also, we say that
f‘r(z) € (03 /U'>T) - M(g‘r(z))a

if it satisfies

f-(2) —eieL(Z) <p (z€D)

for some —m < 0 <7 and pu > /2(1 — cos¥).

Recently, some neighborhoods for analytic functions were considered by Orhan
and Kadioglu [3], Orhan and Kamali [4], Orhan, Kadioglu and Owa [7], Altintas,
Ozkan and Srivastava [1], Orhan, Kamali and Owa [5] and Srivastava and Orhan [6].
Our classes of neighborhoods in the present paper are based on our new considering
for the neighborhoods.

2. SOME PROPERTIES
Our first result is contained in

Theorem 1. If f,(z) € A, satisfies
= ; 1
0 .
E nla, —e bn‘gﬁ[u— 2(1 — cos 9)]

n=2

for some —m < 0 < m and p > \/2(1 — cos®), then fr(z) € (0,u,7) — N(g-(2)).
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Proof. Note that

[£2) — €%g(2)] = | (1= ¢) + 3 7ls)nlan — €%b,)2"
n=2

o0
<@ =) +7(5) Y nlan — b 2"
n=2

< v/2(1—cosf) +7(s) Zn lan — e“’bn| ]
n=2

If

oo

Zn lan — ei‘gbn{ < L[u —/2(1 = cosb)],

n=2 T(S)
then we see that | f(z) — e?g.(z)| < p where z € D.
Thus, f-(z) € (0,1, 7) — N(g-(2)). O

Example 2. For given g,(z) = z+ Y 7(s)bp2" € A, we consider f.(z) = z +
n=2

T(s)anz" € Ar,with

1er

T(ls) [t —+/2(1 — cos )]

ap, = n2(n—1) e +e’, (—m<p<m n=234,.)
Then we get that
0o o0 L[ —/2(1 —cos0)]
i T(s H i
Zn|an*619bn‘ _ (s) . el
n=2 n=2 n (’I’L - 1)

Therefore, f-(2) € (6, . 7) — N(g+(2).
Corollary 3. If f.(z) € A, satisfies

o0

T;n||an| — bl < ) (u— 2(1 —0089))

for some —m < 0 <7 and pu > \/2(1 — cos @), and

arga, —argh, =0 (n=2,3,4,...),

‘ -

—~
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then
fT(Z) € (9,,&,7') - N(g‘f'(z))
Proof. With Theorem 1, we see that

oo

>l = b < = (4= VAT = cos7)).

n=2
which implies that
fr(z) € (0, 1, 7) — N(g-(2))-
Since
arga, —argb, =0,
if arga, = ¢,,, then argb, = ¢,, — 0.Therefore
an — €0b, = |a,| € — |b,| € = (|an| — |bn])e??,
which implies
|0«n - elebn‘ = [lan| = [bn]] -
This completes the proof.
Theorem 4. If f,(z) € A, satisfies

. : 1
0
";Man — by | < ) (,u— 2(1 —0059)) ,(z € D)
for some —m <0 <m and p > \/2(1 — cos®), then fr(z) € (0,p,7) — M(g-(2)).
Example 5. For given

g-(2) =z + Z T(8)bp 2™ € Ar,
n=2

we define f,(z) by

fr(z) =2+ Z T(s)anz" € A;
n=2
with
T(ls) (u —/2(1 — cos 0)) _ _
Gn = e 4+ ¢, (n=2,34,..).
n(n—1)
Then, we have
o0 o0 1 — J—
- B =0) (u 2(1 — cos 9)) .
Z |an —e bn} = Z e
n=2 n=2 n(n - 1)
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= % (M —v2(1- cos@)) )
which implies that f-(z) € (0, p,7) — M(g-(2)).

Corollary 6. If f.(z) € A, satisfies
> 1
— bl < — —4/2(1— 0
> llaal = leall < 75 (1= V2T =cost))
for some —m <0 < m, u>+/2(1 —cosb), and

arga, —argh, =0 (n=2,3,4,...),
then
f=(2) € (0,1, 7) — M(g7(2))-
Now, we give the necessary conditions for neighborhoods.

Theorem 7. If f,(z) € (0,,7) — N(g,(2)) and arg(a, — €b,) = (n—1)¢ (n=
2,3,4,...), then

oo . 1
nzzzn|an —69bn| < TS)[IU,+C0807 1].

Proof. For fr(z) € (6,u,7) — N(g-(2)), we have

oo

(1— e +7(s) Z n(a, — €b,)2" !

n=2

f1(2) = €9, (2)] =

(1—e") +7(s) Z n ’an - ewbn‘ gln=1y n-1

n=2

< p
for all z € D. Let us consider z such that arg z = —¢. Then

Zn—l — |Z|7l*1 e—i(n—l)ga'

For such a point z € ), we see that

) =G| = |a=e) +r(s) 3 nla— e, |2
n=2
1
oo 2 §
= 1"‘7(5)2”‘% —¢"b,| |2]" " —cos@| +sin%0
n=2
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for z € . This implies that

(1 —cosf)+7(s) Zn |an — €iebn’ |Z|n71 <

n=2

for z € D. Letting |z| — 17, we have that

Zn|an —e9bn| < TS)[IU,+C0807 1].

n=2

Theorem 8. We also have

fT(z) € (07#‘77) - N(gr(z))
and
arg(a, — €%b,) = (n — )¢ (n =2,3,4,...),
then

oo . 1
Z |an _€9bn| < @[u—i—cosﬁ— 1].

n=2

3. APPLICATIONS OF JACK’S LEMMA

Lemma 9. [2] Let the function w(z) be analytic in D with w(0) = 0. If there exists
a point zg € I such that

max [w(z)| = |w(z)|,
|2 <ol

then
zow' (20) = kw(zo),

where k is real and k > 1.

Theorem 10. If f.(z) € A, salisfies

|fL(2) — e“gl(2)] < 2u— % 2(1—cosf) (z€D)

2(1 — cos
for some —w <0 < andu>w
27(s)
Then
fr(2)  i99r(2) 1
et —/2(1 — D).
. e’ = <M+T(s) (1 —cosf) (z€D)

Proof. Let w(z) define by

Fr2) wgre) 1
z z 7(s)
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Then w(z) is analytic in D and w(0) = 0. It follows that

71:) = €"912)| = |5 (1= ) + () (1 ’ ;U<(>)> ‘

there exists a point

<2p— L\/2(1 —cos ).

7(s)
Suppose that zy € D such that
max |w(z)| = |w(zo)| = 1.
max fu(e)] = u(zo)
by Lemma 9,
!
Then w(z) = ¢ and 20w (z0) =k > 1. Therefore, we obtain that
w(zo)
. 1 _ .
£ (20) — €9g0(z0)| = | (1= ) + (1 + k)

7(s)
> u(lHE) - - |1 e
7(s)
> 2u— 1 2(1 — cos0).
- 7(s)
This contradicts our condition in Theorem 10.

Therefore, there isn’t zp € D such that |w(zp)| = 1. This implies that |w(z)| <1
for all z € . Thus we have that

fT(z) 0 g-,—(Z) 1 6
_ = | (1=t
e T(S)( ") + pw(z)
1 i0
< () ’1 e ’ + plw(z)]
1
——/2(1 — cosb).
< p+ ) (1 —cosb)
Letting 6 = g in Theorem 10 we can obtain the following corollary. (I

Corollary 11. If f,(2) € A, satisfies

A g <m-2> (zeD)

7(s)
1
for some u > m, then
fTT(Z)—igTT(Z) <u+7(\/3 (z € D).

Similarly, we can prove the following theorem.
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Theorem 12. If f.(z) € A, satisfies

Re ((f4(2) = ¢} ()) > ~=(1—cost) = (€ D)
for some —m <0 <7 and p > 0, then
Re (fT(z) — eiegT(Z)> > 7_(15) (1 —cosf) — g (z € D).

z z

Proof. Let w(z) define by

fr(2) _ pgr(2) 1 0 w(z)
_ et _ 1—¢)y = 2 1
e tE S = s W) £ 1)
Then w(z) is analytic in I and w(0) = 0. Note that
; 1 - w(z) 2w’ (z)
! 0 1 6
— = —(1— .
We suppose that there exists a point 2y € D such that
max |w(z)| = |w(zg)| = 1.
max [u(2)] = w(z0)

Then, by using Lemma 9, we can write that w(zg) = e and zow'(z9) = ke
(k>1).

Therefore, we have that

Re ((£4(0) ~ gi(x0)) = Re (T(ls)u — ) g ﬁe))
- %(1 ~cosf) - g T —lcose)
< %(1fcosﬁ)fgf%
= st = g

which contradicts our condition of the theorem.
Thus there isn’t zg € D such that |w(zp)| = 1. This implies that |w(z)| < 1 for

z € D, that is,
w(z) 1

Finally, we have

Re (£ _ goset2)

z z

1 Iz .
)>T(s)(1—0089)—2 (z € D).

If we take 0 = g in Theorem 12, then we get the following corollary.
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Corollary 13. If f,(z) € A, satisfies Re (fL.(z) — ig.-(z)) > T(ls) —%u (z € D)for
fr(2) _igr(z)) S 1 H

some i > 0, then Re z € D).Furthermore, if
" z z 7(s) 2

w

p=201-B) (0<B <1), then Re (fL() — igh(2)) > 75— (1—8) (2 € D)
NS z’gfiz)) > +8-1 (zeD).

z

[\

implies that Re (

REFERENCES

[1] Altmtasg, O., Ozkan, O. and Srivastava, H. M., Neighborhoods of a class of analytic functions
with negative coefficients, Appl. Math. Lett. 13 (3), (2000), 63-67.
[2] Jack, I. S., Functions starlike and convex of order 6, J. London Math. Soc. 2 (3), (1971),
469-474.
[3] Orhan, H. and Kadioglu, E., Neighborhoods of a class of analytic functions with negative
coefficients, Tamsui Ozford Journal of Math. Sci. 20 (2), (2004), 135-142.
[4] Orhan, H. and Kamali, M., Neighborhoods of a class of analytic functions with negative
coefficients, Acta Mathematica Academiae Paedagogiace Nyiregyhdziensi, 21 (1), (2005), 55-
61.
Orhan, H., Kamali, M. and Owa, S., On neighborhoods of analytic functions, Proceedings of
the International Symposium on Complex Function Theory and Applications, Transilvania
University Prointing House, 1-5, Bragov, Romania, ISBN 973-635-8287-5, September 2006.
Srivastava, H. M. and Orhan, H., Coefficient inequalities and inclusion for some families of
analytic and multivalent functions, Applied Math. Letters 20, (2007), 686-691.
Orhan, H., Kadioglu, E. and Owa, S., (0, u)— Neighborhoods for certain analytic func-
tions, Proceeding Book of the International Symposium on Geometric functions theory and
applications, T.C. Istanbul Kultur University Publications, 20-24, Istanbul, Turkey, ISBN
9789756957929, August 2007.
Fadipe-Joseph, O. A.; Oladipo, A. T. and Ezeafulukwe, U. A., Modified sigmoidfunction in
univalent function theory, International Journal of Mathematical Sciences and Engineering
Application, 7 (7), (2013), 313-317.
Fadipe-Joseph, O. A., Olatunji, S.O., Oladipo, A. T. and Moses, B.O., Certain subclasses
of univalent functions, ICWM 201/ Presentation Book, International Congress of Women
Mathematicians Seoul, Korea, (2014), 154-157.
Current address: Halit Orhan: Department of Mathematics, Faculty of Science, Ataturk Uni-
versity, 25240 Erzurum, Turkey
E-mail address: horhan@atauni.edu.tr
ORCID Address: http://orcid.org/0000-0001-3609-5024
Current address: Murat Caglar: Department of Mathematics, Faculty of Science and Letters,
Kafkas University, 36100 Kars, Turkey
E-mail address: mcaglar25@gmail.com
ORCID Address: http://orcid.org/0000-0001-8147-0343.

5

(6

(7

8

9



