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Abstract 

In this paper, we propose a novel real-time Bidirectional Reflectance Distribution Function (BRDF) 
shading interface for creating isotropic BRDFs in image-based lighting. Our proposed BRDF shading 
interface allows users to generate new BRDFs by tweaking parameters of underlying BRDF model, 
which is Phong BRDF model. The implementation of our BRDF shading interface utilizes 
programmable graphics hardware through Shadertoy, and it provides a real-time visualization of the 
material on an object in environment lighting. 
Keywords: BRDF, Phong BRDF model, Modeling interface, Appearance modeling, Global illumination, Rendering 

 

Öz  

Bu makalede, görüntü tabanlı ışıklandırma altında izotropik İki Yönlü Yansıma Dağılım Fonksiyonları 
(BRDFs) oluşturmak için gerçek zamanlı yeni bir BRDF ışıklandırma ara yüzü önermekteyiz. 
Önerdiğimiz BRDF ışıklandırma arayüzü kullanıcıların Phong BRDF modelinin parametrelerini 
değiştirerek yeni BRDF’ler oluşturmasına müsaade etmektedir. BRDF ışıklandırma arayüzümüzün 
implementasyonu Shadertoy aracılığıyla programlanabilir grafik donanımından faydalanmaktadır ve 
çevresel ışıklandırma altında bir objenin üzerinde malzemenin gerçek zamanlı olarak gösterimini 
sağlamaktadır.   
Anahtar Kelimeler: BRDF, Phong BRDF modeli, Modelleme arayüzü, Görünüm modelleme, Gobal ışıklandırma, örüntüleme 

 

1. Introduction 

The real-time visualization of materials in 
different environmental lighting conditions is 
one of the most intensive work areas in 
computer graphics [1]. Interest in three 
dimensional (3D) interactive applications is 
increasing day by day. The various 3D models 
are used instead of many on-scene images, from 
computer games to virtual reality works, 
archival of historical works, to electronic 
commercials. As a natural consequence of this 
situation, there is a growing interest for simple 
yet affordable systems that allow the creation of 

realistic 3D models together with material 
properties, such as diffuse color, specular color, 
gloss, translucency, and texture that interact 
with each other in a complex way. Despite being 
expensive in terms of time and labor, editable 
material design is the most commonly used 
method in 3D modeling process [2, 3]. 

Representing homogeneous materials in 
physically-based rendering systems is generally 
achieved by the Bidirectional Reflectance 
Distribution Function, BRDF, introduced by 
Nicodemus et al. [4]. The BRDF can be 
represented by analytical models [5, 6, 7] or 
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data-driven models [8, 9, 10]. Compared to the 
data-driven BRDF models, the analytical BRDF 
models are easier to edit, more suitable for real-
time rendering applications, but provides less 
accurate representations. Data-driven BRDF 
representations [8, 9, 10] need more storage and 
computation, as they are mainly based on a 
compact representation of measured BRDF data 
[11]. Since our goal is to create a lightweight 
rendering framework for interactive material 
and lighting design, we select to use a simple 
analytical BRDF model, which is called as Phong 
BRDF model [6]. As our other goal is to create a 
real-time material editing framework that works 
on various platforms (web, mobile, PC, etc.), and 
allows to being extendible to a Virtual Reality 
(VR) application [12], we prefer to use Shadertoy 
[13] as an implementation platform, which 
provides these kind of capabilities. 

In this paper, we present a new real-time BRDF 
editing and rendering interface for material and 
lighting design through direct control of the 
material’s BRDF by changing the parameters of 
underlying BRDF model, which is analytical 
Phong BRDF model [6]. The implementation of 
our BRDF shading interface utilizes 
programmable graphics hardware through 
Shadertoy [13], and it provides a real-time 
visualization of the material on an object in 
different environment lighting conditions. 

The paper is organized as follows: related works 
are mentioned in Section 2. Next, our proposed 
BRDF shading interface is explained in Section 3. 
Section 4 presents the results. Finally, Section 5 
concludes the paper. 

2. Related Work 

Phong [6] presented several shading techniques 
corresponding to different methods of object 
modeling and the related hidden surface 
algorithms. Human visual perception and the 
fundamental laws of optics were considered in 
the development of shading rule that provides 
better quality and increased realism in 
generated images. Phong also proposed an 
empirical BRDF model, which is used to 
represent isotropic materials. Cook and 
Torrance [14] presented a microfacet-based 
reflectance model for rendering computer 
synthesized images. The analytical model 
accounts for the relative brightness of different 
materials and light sources in the same scene. It 
describes the directional distribution of the 
reflected light and a color shift that occurs as the 
reflectance changes with incidence angle. They 

presented a method for obtaining the spectral 
energy distribution of the light reflected from an 
object made of a specific real material. In 
addition, a procedure for accurately reproducing 
the color associated with the spectral energy 
distribution was discussed by them. The model 
was applied to the simulation of a metal and a 
plastic materials. Ngan et al. [15] have showed 
that the Cook-Torrance BRDF model provides 
close fit to real BRDF measurements [11]. Cabral 
et al. [16] implemented a reflection space Image 
Based Rendering (IBR) algorithm to radiance 
environment maps. A radiance environment 
map pre-integrates a BRDF with a lighting 
environment. Using the reflection-space IBR 
algorithm on radiance environment maps 
authorizes interactive rendering of arbitrary 
objects with a large class of complex BRDFs in 
various lighting environments. The ultimate 
simplicity of the final version of algorithm 
proposes that it is widely and immediately 
precious given the ready availability of 
hardware-assisted environment mapping. 
McAllister et al. [17] proposed texture maps that 
contain at each texture element (texel) all the 
parameters of Lafortune BRDF representation 
[18] as a compact, but quite general surface 
appearance representation. They described a 
method for rendering such surfaces very quickly 
on available graphics cards and demonstrated 
the method with real, measured surfaces and 
hand-painted surfaces. Furthermore, they 
proposed a method of rendering such spatial 
BRDFs using prefiltered environment maps. Just 
one sequence of maps is needed for rendering 
the different BRDFs.  

Colbert et al. [3] proposed a BRDF-Shop, which is 
an interface for creating physically-correct 
BRDFs through positioning and manipulating 
highlights on a spherical canvas. The BRDF-Shop 
uses an extension of Ward BRDF model [19] for 
creating new BRDFs. Green et al. [20] presented 
a technique for approximating isotropic BRDFs 
and precomputed self‐occlusion that enables 
accurate and efficient prefiltered environment 
map rendering. Their approach uses a nonlinear 
approach of the BRDF as a weighted sum of 
isotropic Gaussian functions. Their 
representation needs a very few quantities of 
memory, can completely represent BRDFs of 
arbitrary sharpness, more than anything, 
effective to render. They precomputed visibility 
due to self‐occlusion and keep in reserve a low‐
frequency approach appropriate for glossy 
reflections. They demonstrated their method by 
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fitting their representation to measured BRDF 
data, yielding high visual quality at real‐time 
frame rates. Krivanek and Colbert [21] have 
proposed an analysis of numerical integration 
based on the sampling theory of suppression 
with integration error pre-filtering resulting 
from the aliasing. They derived a pre-filter for 
evaluating the illumination integral yielding 
filtered importance sampling, a simple GPU-
based rendering algorithm for image-based 
lighting. Additionally, they extended the 
algorithm with real-time visibility computation. 
Without preliminary calculation, the developed 
algorithm supports completely dynamic scenes 
and, most importantly, is easy to apply. Kurt et al. 
[5] proposed a new physically plausible, 
anisotropic BRDF model for fitting and for 
importance sampling in global illumination 
rendering. They have shown that the proposed 
model is more successful than the existing BRDF 
models in terms of accuracy. Effective methods 
for sampling the proposed anisotropic BRDF 
model have been tested in the GPU based real-
time rendering algorithm [21]. They also showed 
that the new BRDF model has an effective real-
time rendering performance. Bagher et al. [22] 
proposed a new objective function based on 
compressive weighting that controls rendering 
error in high-dynamic-range BRDF fits better 
than previous factorization approaches. The 
developed method compactly combines a more 
comprehensive set of materials than the state-of-
the-art parametric approaches. They 
experimentally validated the benefit of the 
microfacet model over a naive orthogonal 
factorization and showed that fidelity for diffuse 
materials is modestly improved by fitting an 
unrestricted shadowing/masking factor. They 
also compared against a recent data-driven 
factorization approach [23] and showed that 
their approach improves rendering accuracy for 
most materials while reducing storage by more 
than 10 ×. Bagher et al. [22] showed that their 
proposed BRDF representations are suitable for 
real-time rendering by implementing them into 
a WebGL based rendering application. 

Holzschuch and Pacanowski [7] presented a 
two-scale microfacet-based BRDF model, which 
considers to represent reflection and diffraction 
effects of measured materials. Indeed, the 
proposed analytical BRDF model uses an 
extension of Cook-Torrance BRDF model [14]. 
Authors showed that the parameters of the 
proposed BRDF model can be edited to create 
new BRDFs. Soler et al. [8] devised a manifold 

that uses a Gaussian Process Latent Variable 
Model (GPLVM) to represent measured BRDFs 
[11]. This manifold-based representation allows 
to efficiently interpolate and extrapolate 
measured BRDFs.  Soler et al. [8] showed that the 
proposed model can be used in real-time 
rendering and editing of measured BRDFs by 
interpolating in the manifold between two 
BRDFs from the training set. Sun et al. [9] 
proposed a robust diffuse-specular separation 
algorithm for editing the diffuse and specular 
parts of measured BRDFs, separately. The 
proposed algorithm essentially connects 
analytic and measured BRDFs by doing diffuse-
specular separation. It also leads to a compact 
and accurate representation of measured BRDFs. 
Sun et al. [9] showed that diffuse-specular 
separation allows new types of editing 
operations for measured BRDFs, such as editing 
colors, highlight removal, and mixing 
reflectances of different measured BRDFs. 
Tongbuasirilai et al. [10] proposed compact, 
intuitive and separable data-driven BRDF 
models, which are based on a Projected 
Deviation Vector (PDV) parameterization and an 
iterative factorization of measured isotropic 
BRDFs [11]. It’s shown that intuitive BRDF 
editing can be done by a mixture of PDV factors.  

In this work, we focus on the material design by 
allowing to edit parameters of the Phong BRDF 
model [6], which provides a wider gamut of 
possible isotropic BRDFs. We use Shadertoy [24] 
to implement our lightweight BRDF editing and 
rendering framework. Shadertoy allows to 
utilize programmable graphics hardware, and 
allows developers to live-code procedural 
shaders that react to music, videos, and webcams 
by using HTML5 and WebGL [25, 26]. These 
creations are shared with the community, 
making Shadertoy a great repository for finding 
inspiration, learning, and teaching about 
shading, reactivity, and rendering [24]. Another 
property of Shadertoy is to allow creating state-
of-the-art VR applications, which we consider as 
an advantage. We provide a real-time graphical 
user interface (GUI) to visualize objects and 
create new BRDFs under different environment 
lighting conditions. Our user-friendly BRDF 
shading interface can be used on various 
platforms, such as a standard web page, mobile, 
and PC. Our material editing framework 
provides fast rendering times, and can be 
converted into a VR application with capabilities 
of Shadertoy.  
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3. BRDF Shading Interface 

Shading model in physically-based rendering 
systems is generally the Bidirectional 
Reflectance Distribution Function, BRDF, 
introduced by Nicodemus et al. [4]. The BRDF is 
generally denoted as 𝑓𝑟 and is a useful 
mathematical formulation for calculating the 
reflection of light from a surface. For a given 
point of 𝑝, the BRDF can be calculated as the ratio 
between reflected outgoing radiance 𝐿𝑜 and 
incoming irradiance 𝐸𝑖  using the outgoing 
direction �⃗⃗� 𝑜 and the incoming direction �⃗⃗� 𝑖 , 
respectively. In the rest of the paper, we ignore 
the notation of the point 𝑝 in the BRDF, as we 
focus on representing homogeneous materials in 
which BRDFs are independent of the surface 
point, 𝑝. Thus, the BRDF is expressed as [5]: 

𝑓𝑟(�⃗⃗� 𝑖 , �⃗⃗� 𝑜) =
𝑑𝐿𝑜(�⃗⃗� 𝑜)

𝑑𝐸𝑖(�⃗⃗� 𝑖)

=
𝑑𝐿𝑜(�⃗⃗� 𝑜)

𝐿𝑖(�⃗⃗� 𝑖)𝑐𝑜𝑠𝜃𝑖𝑑�⃗⃗� 𝑖
, 

(1) 

where 𝐿𝑖  is incoming radiance, 𝜃𝑖  is the angle 
between �⃗⃗� 𝑖  and the surface normal �⃗� . The 
physically based BRDFs have to satisfy three 
properties: 

For each direction pair �⃗⃗� 𝑖  and �⃗⃗� 𝑜, the BRDF has 
to satisfy reciprocity, 

𝑓𝑟(�⃗⃗� 𝑖 , �⃗⃗� 𝑜) = 𝑓𝑟(�⃗⃗� 𝑜, �⃗⃗� 𝑖). (2) 

Total energy of the reflected light has to be less 
than or equal to the energy of incident light, 
which is called as the energy conservation law. 
For each direction �⃗⃗� 𝑜: 

∫ 𝑓𝑟(�⃗⃗� 𝑖 , �⃗⃗� 𝑜)(�⃗⃗� 𝑖 ∙ �⃗� )𝑑�⃗⃗� 𝑖 ≤ 1
Ω+

, (3) 

where Ω+ is the hemisphere of all incoming 
directions. 

The BRDF should be non-negative such 
that 𝑓𝑟(�⃗⃗� 𝑖 , �⃗⃗� 𝑜) ≥ 0. 

Our BRDF rendering and editing framework has 
two principal goals. First goal is to provide a 
mechanism for creating BRDFs in a manner that 
is both artistic and intuitive. Second goal is to 
support interactive feedback for clearer 
understanding of the behavior of the created 
BRDFs. We satisfy both criteria by providing a 
user friendly interface that requires an extended 
Phong BRDF model [6, 15] and an efficient 

mapping of user interaction to parameters of 
Phong BRDF model. We chose the Phong BRDF 
model for our BRDF shading and editing 
framework as it has an intuitive set of 
parameters that makes mapping of an artist's 
interaction to isotropic BRDF creation relatively 
straight forward. 

In our work, we use a normalized version of the 
Phong BRDF model [6, 15]: 

𝑓𝑟(�⃗⃗� 𝑖 , �⃗⃗� 𝑜)     

=  
𝑘𝑑

𝜋
 + 𝑘𝑠

(𝑛 + 2)

2π
(�⃗⃗� 𝑜 ∙ �⃗⃗� 𝑟)

𝑛, 
(4) 

where 𝑘𝑑 , 𝑘𝑠 are diffuse and specular color 
coefficients, �⃗⃗� 𝑟 is the reflection vector, which is 
computed as �⃗⃗� 𝑟 = 2(�⃗⃗� 𝑖 ∙ �⃗� )�⃗� − �⃗⃗� 𝑖 , and 𝑛 is the 
power coefficient. In our BRDF rendering and 
editing framework, 𝑘𝑑 , 𝑘𝑠 and 𝑛 terms can be 
edited to create new BRDFs. To satisfy the 
energy conservation (see Eq. (3)) and the non-
negativity properties, 0 ≤ 𝑘𝑑 ≤ 1, 0 ≤ 𝑘𝑠 ≤ 1, 
0 ≤ 𝑘𝑑 + 𝑘𝑠 ≤ 1 and 𝑛 ≥ 0 should be satisfied in 
Eq. (4). The Phong BRDF model doesn’t satisfy 
the reciprocity property (see Eq. (2)) because of 
the computation of the reflection vector (�⃗⃗� 𝑟). In 
Eq. (4), the first part of the Phong BRDF model is 
named as diffuse lobe, the second part of the 
Phong BRDF is named as specular lobe [15, 5].       

To visualize materials on an object in various 
environment lighting conditions at real-time 
frame rates, Kajiya’s the rendering equation [27] 
should be implemented efficiently. The 
rendering equation is formulized as: 

𝐿𝑜(�⃗⃗� 𝑜) = 

∫ 𝐿𝑖(�⃗⃗� 𝑖)𝑓𝑟(�⃗⃗� 𝑖 , �⃗⃗� 𝑜)(�⃗⃗� 𝑖 ∙ �⃗� )𝑑�⃗⃗� 𝑖
Ω+

. 
(5) 

To be able to implement the rendering equation 
computationally efficiently, we extended a 
rendering algorithm [28], which is publicly 
available in Shadertoy [13, 24]. As can be seen in 
Figure 1, we firstly prepared blurred versions of 
environment maps. These blurred versions are 
prepared based on a standard averaging 
operation. 

As the BRDF can be separated into two parts, 
namely, diffuse lobe and specular lobe [15, 5], we 
compute the rendering equation in two parts. To 
compute the specular part of the rendering 
equation, we use blurred versions of 
environment maps (see Figure 1 (bottom row)) 
and the incoming light vector (�⃗⃗� 𝑖). Firstly, we 
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construct cube maps by using these blurred 
versions of environment maps. We draw 9 
samples for each side of the cube maps, then take 
an average of these samples to compute specular 
environment lighting for each side of the cube 
maps. The positions of these samples are 
constant. To compute the final specular 
environment lighting, the computed specular 
environment lightings for each side of the cube 
maps are weighted averaged by using the dot 
products of incoming light vector (�⃗⃗� 𝑖) and 
normal vectors (�⃗� ) of each side of the cube maps. 
Finally, the specular part of the rendering 
equation is computed by multiplying the final 
specular environment lighting and the specular 
lobe in Equation (4). 

To compute the diffuse part of the rendering 
equation, we use a similar procedure as we 
follow in the computation of the specular part of 
the rendering equation. We use the constructed 
cube maps again. We draw 9 samples for each 
side of the cube maps, then take an average of 
these samples to compute the reflection 
environment lighting for each side of the cube 
maps. To compute the final reflection 
environment lighting, the computed reflection 
environment lightings for each side of the cube 
maps are weighted averaged by using the dot 
products of the reflection vector (�⃗⃗� 𝑟) and normal 
vectors (�⃗� ) of each side of the cube maps. To 
compute the diffuse environment lighting, this 
process is repeated by using the normal vector 
(�⃗� ) instead of the reflection vector (�⃗⃗� 𝑟). To get 
the final diffuse environment lighting, a linear 
interpolation is applied between the final 
reflection environment lighting and the diffuse 
environment lighting by using the power 
coefficient (𝑛). Finally, the diffuse part of the 
rendering equation is computed by multiplying 
the final diffuse environment lighting and the 
diffuse lobe in Equation (4). In this computation, 
the rendering equation is simulated by summing 
the diffuse part and specular part. 

4. Results 

In this work, we used Shadertoy [13, 24] to 
implement our BRDF shading and editing 
interface. As Shadertoy is a cross-browser online 
community and tool for creating and sharing 
shaders through WebGL, used both for learning 
and teaching 3D computer graphics in a web 
browser [13], our BRDF shading interface 
includes these properties and away from the 
challenges of only being a desktop application. 

Our results were gathered on a PC with Intel 
Xeon CPU E5-2640 v3 2.60GHz two processors, 
80GB RAM and a Nvidia Quadro K4200 4GB 
graphics card. In this setting, our material editing 
and rendering framework provides high 
performance (~60 fps) when rendering dynamic 
scenes with arbitrary BRDFs given by an analytic 
Phong BRDF model. Our BRDF rendering 
algorithm uses only a small number of samples 
(9 samples for each face of the cube map, a total 
of 54 samples in practice) for visually and 
numerically acceptable results, making the 
implementation suitable to the GPU, and usable 
in mobile, web browser and VR.  

Our BRDF shading and editing interface allows to 
edit parameters of underlying BRDF model, 
which is the Phong BRDF model. As it’s seen in 
Figure 2, when the diffuse coefficient (𝑘𝑑) in Eq. 
(4) is edited to create new BRDFs, the general 
appearance of created materials is affected. In 
Figure 3, it’s shown that changing the specular 
coefficient (𝑘𝑠) mostly affects the color of the 
specular highlights of the created BRDFs.  

The power coefficient (𝑛) of the Phong BRDF 
model controls the general shape of the specular 
highlights of created BRDFs. It’s an intuitive 
parameter. As it’s seen in Figure 4, while low 
values of the power coefficient causes to create 
diffuse BRDFs, high values of the power 
coefficient causes to create glossy BRDFs.   

Furthermore, our BRDF shading and editing 
interface allows to change the material 
properties in real-time and various environment 
lighting conditions. In Figure 5, we demonstrate 
the ability to change the environment lighting 
conditions in real-time and view animated 
scenes without any precomputation. As we use 
standard cube maps to store environment maps 
in our rendering algorithm, changing the 
environment does not affect the real-time frame 
rates (FPS) of our BRDF shading interface. Our 
BRDF shading and editing interface is 
lightweight and implemented in Shadertoy, 
which makes it usable at web, mobile, PC, and VR 
efficiently. The major drawback of our 
framework is that it does not include a very 
accurate implementation of the rendering 
equation [27], which we’re planning to improve 
its accuracy as our future work. 

The existing material editing systems [3, 5, 21, 7, 
8, 9, 10] provide more accurate representations 
of both BRDF and the rendering equation, but 
their implementations into various platforms, 
such as web, mobile, PC and VR are questionable.   
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Figure 1. To give Monte Carlo rendering effects [27, 21, 5], we use environment maps (the first row, 
256 × 256 images) and their blurred versions (the second row, 64 × 64 images) in our rendering and 
editing framework. The environment maps are Eucalyptus Grove, St. Peter's Basilica and the Uffizi 
Gallery in the first, second and third columns, respectively [29]. These environment maps and their 
blurred versions are readily available in Shadertoy [13] 

 

 

Figure 2. Illustration of the different values of the diffuse coefficient (𝑘𝑑) and its effect on the Phong 
BRDF. In this illustration, 𝑘𝑠, 𝑛 and the environment lighting (the Uffizi Gallery) are constant in all 
rendered images
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Figure 3. Illustration of the different values of the specular coefficient (𝑘𝑠) and its effect on the Phong 
BRDF. In this illustration, 𝑘𝑑 , 𝑛 and the environment lighting (the Uffizi Gallery) are constant in all 
rendered images 

 

 
                                    (a) 𝑛 = 0                                                                       (b) 𝑛 =  5 

 
                                   (c) 𝑛 =  12                                                                     (d) 𝑛 =  20 

Figure 4. Illustration of the different values of the power coefficient (𝑛) and its effect on the 
Phong BRDF. In this illustration, 𝑘𝑑 ,  𝑘𝑠 and the environment lighting (the Uffizi Gallery) are 
constant in all rendered images. Below each rendered image, we report 𝑛 values 
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Figure 5. Illustration of the different 
environment lighting conditions and its effect on 
the Phong BRDF. In this illustration, 𝑘𝑑 ,  𝑘𝑠 and 
𝑛 = 4.8 are constant in all rendered images. 
From top to bottom: Eucalyptus Grove, the Uffizi 
Gallery and St. Peter's Basilica are used as 
environment maps 
 

In particular, VR requires efficient, realistic and 
cost effective BRDF representations since it 
poses additional issues, related to the scale 
versatility, the need of tiling artifact reduction 
and the computational limitations of mobile 
devices [12]. 

5. Conclusion and Future Work 

In this study, we presented a BRDF shading and 
editing interface which includes an efficient 
GPU-based algorithm for real-time rendering of 
glossy objects under image-based illumination. 
As our BRDF shading and editing interface is 
implemented in Shadertoy [13], it includes all of 
the properties of Shadertoy, such as ability to 

work on a standard Web browser, mobile, PC and 
being extendible as a VR application.   

We demonstrated that our BRDF shading and 
editing interface has ability to change the 
material properties in real-time and view 
animated scenes in various environment lighting 
conditions.  

Our BRDF shading and editing interface only 
allows to create isotropic BRDFs. As a future 
work, we would like to extend our BRDF shading 
interface to visualize anisotropic BRDFs in real-
time frame rates and in various environment 
lighting conditions. We’re also planning to 
extend our BRDF shading and editing interface 
as a VR application, thanks to capabilities of 
Shadertoy.  
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