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Many optimization problems are complex, challenging and take a significant amount of 
computational effort to solve. These problems have gained the attention of researchers 
and they have developed lots of metaheuristic algorithms to use for solving these 
problems. Most of the developed metaheuristic algorithms are based on some 
metaphors. For this reason, these algorithms have algorithm-specific parameters to 
reflect the nature of the inspired metaphor. This violates the algorithm's simplicity and 
brings extra workload to execute the algorithm. However, the optimization problems 
can also be solved with simple, useful, metaphor-less and algorithm-specific parameter-
less metaheuristic algorithms. So, it is the essential motivation behind this study. We 
present a novel metaheuristic algorithm called Discrete Rao Algorithm (DRA) by 
updating some components of the generic Rao algorithm to solve the combinatorial 
optimization problems. To evaluate the performance of the DRA, we perform 
experiments on Traveling Salesman Problem (TSP) which is the well-known 
combinatorial optimization problem. The experiments are performed on different sized 
benchmark problems in the literature. The computational results show that the 
developed algorithm has obtained high quality solutions in a reasonable computation 
time and it is competitive with other algorithms in the literature for solving the TSP. 

 
 

KOMBİNATORYAL ENİYİLEME PROBLEMLERİNİN ÇÖZÜMÜ İÇİN PARAMETRESİZ VE 
METAFORSUZ METASEZGİSEL ALGORİTMA ÖNERİSİ 

Anahtar Kelimeler Öz 
Metasezgisel Algoritmalar 
Rao Algoritması 
Kesikli Eniyileme 
Gezgin Satıcı Problemi 

Pek çok eniyileme problemi karmaşıktır ve çözülebilmesi için önemli miktarda 
hesaplama çabası gerektirmektedir. Söz konusu eniyileme problemleri araştırmacıların 
ilgisini çekmiş ve araştırmacılar bu problemlerin çözümünde kullanmak üzere birçok 
metasezgisel algoritma önermişlerdir. Geliştirilen metasezgisel algoritmaların çoğu 
metaforlara dayanmaktadır. Bu sebeple algoritmalar ilham alınan metaforların 
doğasını yansıtmak üzere parametre değerlerine sahiptirler. Bu durum algoritmanın 
sade olan yapısını bozmakta ve algoritmayı çalıştırmak için fazladan iş yükü 
getirmektedir. Ancak eniyileme problemleri sade, kullanışlı, metaforsuz ve parametresiz 
algoritmalarla da çözdürülebilir. Bu çalışmanın temel motivasyonu tam olarak söz 
konusu sade ve metaforsuz algoritma tasarımıdır. Bu çalışmada kombinatoryal 
eniyileme problemlerini çözmek için yeni bir metasezgisel yöntem olan Kesikli Rao 
Algoritması geliştirilmiştir. Kesikli Rao Algoritması (KRA) bilinen Rao algoritmasının 
bazı bileşenlerinde güncellemeler yapılarak elde edilmiştir. KRA’nın performansı iyi 
bilinen bir kombinatoryal eniyileme problemi olan Gezgin Satıcı Problemi (GSP) için 
değerlendirilmiştir. Literatürde yer alan farklı boyutlardaki test problemleri 
kullanılmıştır. Sonuç olarak, geliştirilen algoritma ile makul çözüm sürelerinde yüksek 
kaliteli çözümler elde edilmiştir ve geliştirilen algoritmanın GSP için literatürdeki diğer 
algoritmalarla yarışabilir nitelikte olduğu görülmüştür. 
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1. Introduction 

Optimization is the process of determining the 
solution(s) that provide the best value for a given 
objective function(s). That’s why, the problems, the 
optimal solution is tried to be obtained, are called 
optimization problems. These problems are 
encountered in several areas such as industry, 
engineering, science, finance etc. Optimization 
problems are basically divided into two classes as 
continuous and discrete with regard to the structure of 
decision variables (Papadimitriou and Steiglitz, 1998). 
In discrete optimization problems, decision variables 
take integer values, while decision variables are 
allowed to take continuous values in continuous 
optimization problems. In the combinatorial 
optimization problems which are in discrete 
optimization decision variables are required to belong 
to discrete set. This discrete set consists of objects 
belonging to the problem. So, combinatorial 
optimization problems can be defined as obtaining an 
optimal solution within a finite solution space (set of 
possible solutions) (Neos guide website, 2022). Some 
of the best known combinatorial optimization 
problems in the literature are knapsack problem, 
traveling salesman problem, vehicle routing problem 
and scheduling problem. According to the 
computational complexity theory, all combinatorial 
optimization problems are grouped under two classes, 
P and NP-hard. P class problems are easy and a 
polynomial time algorithm is available to obtain the 
optimal solution for this problems. For instance, 
shortest path, assignment and minimum spanning tree 
problems are belonging to P class. On the other hand, 
no polynomial time algorithm has not been discovered 
yet for any NP-hard class problems. For all of the 
problems in this class there exist exponential time 
algorithms. In other words, it will be very time 
consuming to solve larger instances of NP-hard 
problems with guaranteed optimality.  

Many researchers have concentrated their research on 
combinatorial optimization problems. Thus, many 
methods and algorithms have presented to the 
literature in order to solve these problems. The 
methods used in the solution of these kind of problems 
are mainly divided into two classes: exact solution and 
approximate methods (Talbi, 2009). Exact solution 
methods guarantee obtaining the optimal solution. 
Dynamic programming, branch and bound algorithm, 
cutting plane method are the most frequently used 
exact solution methods.  

Approximate methods can generate high quality 
solutions in a reasonable computation time and there is 
no guarantee of obtaining the optimal solution (Talbi, 
2009). Heuristic algorithms, which are a member of the 
approximate methods, are categorized as problem-
specific heuristic algorithms and metaheuristic 

algorithms. Problem specific heuristics are tailored and 
designed to solve a specific problem. For instance, 
savings algorithm was proposed to solve the vehicle 
routing problem, while shifting bottleneck algorithm 
was developed to solve the job shop scheduling 
problem.  

Metaheuristic algorithms are high-level strategies that 
guide problem-specific and local search methods to 
achieve high quality solutions in search space (Hussain, 
Mohd Salleh, Cheng, and Shi, 2018). These algorithms 
have various mechanisms to get out of local optima in 
the search space and are generally stochastic. The most 
important feature of metaheuristics is that they 
provide dynamic balance between two conflicting 
criteria: diversification and intensification. 
Diversification is exploration of the search space and it 
is aimed to reach the non-explored regions. 
Intensification is exploitation of the regions that 
provide high quality solutions more thoroughly.  

Challenging problems have gained the attention of 
many researchers, and therefore, researchers have 
developed plenty of metaheuristic algorithms to obtain 
good solutions of these problems in reasonable time. 
Accordingly, there are many different metaheuristic 
algorithms in the literature. These proposed algorithms 
were detailed reviewed, explained and classified by 
Ezugwu et al. (2021), Singh and Kumar (2021), 
Agrawal, Abutarboush, Ganesh, and Mohamed (2021). 
The authors classified metaheuristic algorithms mainly 
as single solution based and population based. While 
the optimization process is performed using one 
solution in single solution based algorithms, a 
population of solutions is used in population based 
algorithms. In fact, almost all single solution based and 
population based metaheuristic algorithms are 
metaphor based. That is to say, researchers were 
inspired by some metaphors while developing these 
algorithms. These algorithms are sampled below. 

Evolutionary based algorithms are inspired by natural 
evolution. Some of these are genetic algorithm 
(Holland, 1975), memetic algorithm (Moscato, 1989), 
genetic programming (Koza, 1992). 

Swarm intelligence based algorithms are inspired by 
behavior of animals in mating, foraging, etc. Some of 
these are ant colony optimization (Dorigo, 1992), 
particle swarm optimization (Kennedy and Eberhart, 
1995), artificial bee colony (Karaboga and Basturk, 
2007), monkey search algorithm (Mucherino and Seref, 
2007), cuckoo search (Yang and Deb, 2009), firefly 
algorithm (Yang, 2009).  

Physics based algorithms are inspired by the rules of 
physics. Some of these are simulated annealing 
algorithm (Černý, 1985; Kirkpatrick, Gelatt Jr, and 
Vecchi, 1983), gravitational search algorithm (Rashedi, 
Nezamabadi-Pour, and Saryazdi, 2009), ray 
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optimization algorithm (Kaveh and Khayatazad, 2012), 
black hole algorithm (Hatamlou, 2013), water 
evaporation optimization algorithm (Kaveh and 
Bakhshpoori, 2016). 

Human behavior based algorithms are inspired by 
social behavior of human. Some of these are group 
search optimizer (He, Wu, and Saunders, 2006), league 
championship algorithm (Kashan, 2009), teaching 
learning based optimization (Rao, Savsani, and 
Vakharia, 2011). 

As far as we know, all these metaheuristic algorithms 
do not have obvious advantages over each other, 
although researchers claim that their algorithms are 
better. Because these algorithms are inspired by some 
metaphors, and they have algorithm-specific 
parameters. These parameters affect the performance 
of metaheuristic algorithm. Thus, it is necessary to 
determine the optimal values of the algorithm-specific 
parameters to get quality results. In this case, 
parameter tuning phase both increases the workload 
and may causes bias when comparing the algorithms.  

Taking into account all of these, (Rao, 2020) shows a 
new metaheuristic algorithm, called as Rao Algorithm, 
with algorithm-specific parameter-less and metaphor-
less. This algorithm is a population-based algorithm 
and has only two parameters to use in solving any 
problem. These parameters are population size and 
stopping criteria of the algorithm which are standard 
parameters for all population based metaheuristics. 
Rao algorithm was applied to constrained and 
unconstrained continuous optimization problems and 
it is stated that it performs well. Therefore, this 
algorithm has attracted the attention of researchers in 
a short time. Researchers have applied this algorithm 
to different fields such as design optimization of 
mechanical system components (Rao and Pawar, 
2020a), optimal power flow problem (Gupta et al., 
2021) and optimal design of dome structures (Dede, 
Atmaca, Grzywinski, and Rao, 2022). Moreover, 
different kinds of Rao algorithm have been developed 
such as evolutionary Rao algorithm (Suyanto, Wibowo, 
Al Faraby, Saadah, and Rismala, 2021), self-adaptive 
population Rao algorithm (Rao and Keesari, 2021), 
modified Rao algorithm (Pham and Tran, 2022), quasi-
oppositional-based Rao algorithm (Rao and Pawar, 
2020b), behavior selection Rao algorithm (Wei, 
Ouyang, Wu, Li, and Zou, 2022). 

The purpose of this study is to develop a new version of 
the Rao algorithm to solve the discrete optimization 
problems. This novel Rao algorithm can be called as 
Discrete Rao Algorithm (DRA) and Traveling Salesman 
Problem (TSP) was used to show the performance of 
the developed algorithm. With this study, a metaphor-
less and algorithm-specific parameter-less algorithm 
has been introduced to the literature to be used in any 
discrete optimization problems. 

The following parts of the paper is structured as 
follows: Rao algorithm, DRA and TSP are explained in 
Section 2, computational results are presented in 
Section 3 and Section 4 consists of conclusion and 
future works. 

2. Materials and Method 
 
This study complies with scientific research and 
publication ethics and principles. 
 
2.1 Rao Algorithm 

Rao algorithm was introduced to the literature by Rao 
(2020). This algorithm is different from many 
population-based metaheuristic algorithms in the 
literature with regards to metaphor-less and 
algorithm-specific parameter-less. The main idea of 
this algorithm is to update the current solutions using 
the best and worst solution information in the 
population. In this way, neighbor solutions will be 
generated. This algorithm was originally developed for 
the solution of continuous optimization problems and 
the success of the algorithm was demonstrated on 
constrained and unconstrained continuous 
optimization problems. Its flowchart is demonstrated 
in Figure 1. 

In the flowchart of the algorithm presented in Figure 1, 
the first point to note is that there are only two 
parameters to be determined. These are population 
size and stopping criterion of the algorithm. After these 
parameter values are determined, the initial solution 
for all candidates of the population is generated. Next, 
the neighbor solutions are generated for the candidates 
in the population. If the obtained neighbor solution is 
better than the current one based on the objective 
function value, it is accepted and the current solution is 
updated, otherwise it continues with the current 
solution. When the stopping criterion of the algorithm 
is met, the algorithm is stopped and the best solution in 
the population is reported. 

Three different equations are used to generate 
neighbor solutions. These are presented below.  

𝐱𝐢𝐣𝐤: the value of the ith variable for the jth candidate 

during the kthiteration. 

𝐱𝐢𝐥𝐤: the value of the ith variable for the randomly 
selected candidate l during the kth  iteration.   

𝐱𝐢𝐛𝐞𝐬𝐭𝐤, 𝐱𝐢𝐰𝐨𝐫𝐬𝐭𝐤: the value of the ith variable for the best 
or the worst candidate during the kth iteration. 

𝐫𝟏𝐣𝐤, 𝐫𝟐𝐣𝐤:random numbers in the range [0,1] for the ith  

variable during the kth iteration. 
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𝑥𝑖𝑗𝑘
′ = 𝑥𝑖𝑗𝑘 + 𝑟1𝑖𝑘(𝑥𝑖𝑏𝑒𝑠𝑡𝑘 − 𝑥𝑖𝑤𝑜𝑟𝑠𝑡𝑘) (1) 

 
𝑥𝑖𝑗𝑘

′ = 𝑥𝑖𝑗𝑘 + 𝑟1𝑖𝑘(𝑥𝑖𝑏𝑒𝑠𝑡𝑘 − 𝑥𝑖𝑤𝑜𝑟𝑠𝑡𝑘) +

𝑟2𝑖𝑘(|𝑥𝑖𝑗𝑘  𝑜𝑟 𝑥𝑖𝑙𝑘| − |𝑥𝑖𝑙𝑘  𝑜𝑟 𝑥𝑖𝑗𝑘|) (2) 

 
𝑥𝑖𝑗𝑘

′ = 𝑥𝑖𝑗𝑘 + 𝑟1𝑖𝑘(𝑥𝑖𝑏𝑒𝑠𝑡𝑘 − |𝑥𝑖𝑤𝑜𝑟𝑠𝑡𝑘|)   +

𝑟2𝑖𝑘(|𝑥𝑖𝑗𝑘  𝑜𝑟 𝑥𝑖𝑙𝑘| − (𝑥𝑖𝑙𝑘  𝑜𝑟 𝑥𝑖𝑗𝑘)) (3) 

 

Equation (1) generates a neighbor solution by sharing 
the information of the population's the best and the 
worst solutions to the current solution. On the other 
hand, with Equations (2) and (3), a neighbor solution is 

generated by sharing information with the current 
solution from the best, the worst, and randomly 
selected solutions in the population. One of them is 
selected and used in the structure of the algorithm. The 
algorithm is named with regard to the equation to be 
used as the neighbor search operator. It is called Rao-1 
algorithm if Equation 1 is used, Rao-2 algorithm if 
Equation 2 is used, and Rao-3 algorithm if Equation 3 is 
used in the structure of the algorithm. As explained, 
these algorithms are quite simple and can be easily 
adapted to solve any continuous optimization 
problems.

 

Figure 1. Flowchart of the Rao algorithm 
 

2.2. Traveling Salesman Problem (TSP) 

In the 1800s, William Rowan Hamilton created the 
groundwork for the TSP, which has been the subject of 
several research to this day. TSP is obtaining the 
shortest closed tour that allows a salesman to visit each 

city in a given set just once. This problem is the most 
well-known combinatorial discrete optimization 
problem. TSP has various application areas such as 
drilling of printed circuit boards, overhauling gas 
turbine engines, x-ray crystallography, computer 
wiring, the order-picking problem in warehouses and 
vehicle routing etc. (Matai, Singh, and Mittal, 2010). In 
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addition, it is the most notable Np-hard problem 
(Laporte, 1992). That is to say, algorithms that can 
solve the related problems in polynomial time are not 
known yet. As the size of the problem increases, the 
computation time also increases exponentially. 
Researchers can get detailed information regarding the 
types of TSP and solution approaches for these 
problems from Gutin and Punnen (2006) and 
Applegate, Bixby, Chvátal, and Cook (2011). 

Mathematical model of TSP is given below. 

Indices: 

𝑖, 𝑗 = {0,1, … , 𝑁} 𝑛𝑜𝑑𝑒𝑠 (𝑐𝑖𝑡𝑖𝑒𝑠) 

Parameter: 

𝑐𝑖𝑗 : 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑣𝑎𝑙𝑢𝑒 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑖 − 𝑗 

Decision Variables: 

𝑥𝑖𝑗 = {
1, 𝐼𝑓 𝑠𝑎𝑙𝑒𝑠𝑚𝑎𝑛 𝑔𝑜𝑒𝑠 𝑓𝑟𝑜𝑚 𝑖 𝑡𝑜 𝑗
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

𝑢𝑖 = 𝑠𝑢𝑏 − 𝑡𝑜𝑢𝑟 𝑒𝑙𝑖𝑚𝑖𝑛𝑎𝑡𝑖𝑜𝑛 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠 

 
Model: 
 
min 𝑍 = ∑ ∑ 𝑐𝑖𝑗𝑥𝑖𝑗𝑗𝑖  (4) 

 
∑ 𝑥𝑖𝑗𝑖 = 1                                          ∀𝑗  (5) 

 
∑ 𝑥𝑖𝑗𝑗 = 1                                          ∀𝑖                          (6) 

 
𝑢𝑖 − 𝑢𝑗 + 𝑛𝑥𝑖𝑗 ≤ 𝑛 − 1    ∀𝑖, 𝑗   𝑖 ≠ 𝑗, 𝑖 ≥ 2, 𝑗 ≥ 2  (7) 

 
𝑥𝑖𝑗 ∈ {0,1}, 𝑢𝑖: 𝑓𝑟𝑒𝑒 (8) 

 

Equation (4) is the objective function minimizing the 
total travelled distance. Equations (5) and (6) 
guarantee that each node (city) is just visited once. 
Equation (7) prevents the sub-tours that proposed by 
Miller, Tucker, and Zemlin (1960). Equation (8) shows 
the sign constraints. 

As the size of the problem increases, the time required 
to solve the problem increases exponentially. So, this 
problem belongs to the NP-hard class. For this reason, 
researchers have proposed heuristic and metaheuristic 
algorithm to solve it in a reasonable computation time. 
Accordingly, we proposed a novel DRA to solve this 
problem efficiently manner. 

2.3. Discrete Rao Algorithm (DRA) 

The generic Rao algorithm is developed for solving 
continuous optimization problems. So, some changes 
are needed in the structure of the algorithm in order to 
use it in solving combinatorial optimization problems. 
Since the generic Rao algorithm is algorithm-specific 

parameter-less, it will be sufficient to modify the 
neighbor search process. The equations used as the 
generating neighbor solution in the generic structure of 
the algorithm are suitable for the continuous 
optimization problems. Thus, we propose new 
neighbor search operators to the algorithm. These 
operators work well for permutation solution 
representation used for combinatorial optimization 
problems. 

Four different neighbor search operators have been 
proposed for DRA. These are detailed below. 

Two-Point Crossover: This operator will be applied to a 
randomly selected candidate for each iteration. The 
information carried by the best or the worst solution in 
the population will be transferred to the selected 
candidate. Crossover points are randomly determined 
for the selected candidate. The part between the 
determined crossover points is preserved. The other 
parts of the candidate are updated based on the order 
of the best or the worst candidate. Please note that up 
to half of the randomly selected candidate's 
information should be updated by the best or the worst 
solution. 

Insert Operator: A randomly selected position value in 
the current solution is inserted to the another 
randomly generated position. This operator is applied 
only for the best solution in the population. Thus, the 
algorithm will continue to focus more on quality 
solution areas. 

Swap Operator: The values of two randomly selected 
position are exchanged. This operator supports to the 
intensification mechanism of the algorithm like insert 
operator. So, it is also applied only for the best solution 
in the population. 

Reverse Operator: For other candidates in the 
population (except for the randomly selected 
candidates), the neighbor solution is generated by the 
reverse operator. With this operator, two different 
position points are randomly generated in the current 
solution and the values between these points are 
reversed. Therefore, it can make major changes to the 
current solution. Thus, it prevents the algorithm from 
getting stuck into the local best points.  

By using the proposed operators, neighbor solutions 
are generated for all candidates in the population in 
each iteration. In other words, they are operated in 
accordance with the basis of the generic Rao algorithm. 
The flowchart of the DRA is shown in Figure 2. 

Figure 2 indicates schematically the process of the 
DRA. When the DRA flowchart is analyzed, it is clear 
that it reflects the spirit of generic Rao algorithm. 
Because it is algorithm-specific parameter-less and the 
information from the best solution in the population is 
employed during the generating neighbor solutions. 
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Moreover, the proposed algorithm has insert, swap, 
reverse and two-point crossover operators that will 
provide intensification and diversification. Thus, the 
dynamic balance between diversification and 
intensification mechanisms of the algorithm will be 
provided. One of the three operators (swap, insert, 
reverse) is randomly selected to obtain a neighbor 
solution from the best solution in the population. For a 
randomly selected solution, the neighbor solution is 

generated by applying two-point crossover method 
using either the best or the worst solution. For other 
candidates of the population, the neighbor solution is 
obtained using the reverse operator. By this way, all 
current solutions in the population are updated and 
new neighbor solutions are generated in each iteration 
of the proposed algorithm. At the end, we can say that 
the algorithm is ready for use in solving combinatorial 
optimization problems with these components.

 

Figure 2. Flowchart of the DRA 
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3. Computational Results and Discussion 

The developed DRA algorithm is applied to solve the 
TSP. The components of the algorithm are designed as 
follows. 

Solution representation: Permutation solution 
representation is implemented in accordance with the 
TSP. An example of solution representation for TSP 
with 7 cities is shown in Figure 3. 
 

3 7 5 1 4 6 2 

Figure 3. Solution Representation of TSP 
 
Evaluating the solution representation shown in Figure 
3, the vehicle route is obtained as Depot – City 3 – City 
7 – City 5 – City 1 – City 4 – City 6 – City 2 – Depot.  So, 
the length of this solution representation depends on 
the number of cities.  

Neighbor search operators: Neighbor search operators 
in the structure of the proposed algorithm are 
appropriate for permutation solution representation. 
Figure 4 summarizes the working mechanisms of the 
neighbor search operators used in the structure of the 
proposed algorithm. 

 
Swap Operator 

Current 
Solution 

3 7 5 1 4 6 2 

Suppose two randomly selected positions are 4 and 6. 

Neighbor 
Solution 

3 7 5 6 4 1 2 

 

Insert Operator 
Current 
Solution 

3 7 5 1 4 6 2 

Suppose two randomly selected positions are 1 and 4. 

Neighbor 
Solution 

7 5 1 3 4 6 2 

 

Reverse Operator 
Current 
Solution 

3 7 5 1 4 6 2 

Suppose two randomly selected positions are 2 and 5. 

Neighbor 
Solution 

3 4 1 5 7 6 2 

 

Two Point Crossover 
The Best 
Solution 

6 3 2 4 5 7 1 

Current 
Solution 

3 7 5 1 4 6 2 

Suppose two randomly selected positions are 2 and 4. 

Neighbor 
Solution 

6 7 5 1 3 2 4 

Figure 4. The Working Mechanism of the Neighbor 
Search Operators 

 

As can be seen from Figure 4, neighbor search 
operators will be used as described in the previous 
title.  

Stopping criterion: The number of iterations is used as 
the stopping criterion of the proposed algorithm. 

The performance of the algorithm has been tested on 
different sized test problems taken from the literature 
(TSPLIB website). The information about these 
problems and the determined values of population size 
and number of iterations, which are the two 
parameters of the algorithm used in the solution of 
these problems, are shown in Table 1. 
 

Table 1. Parameter Values of the DRA 

Test 
Problem 

Number 
of Nodes 

Population 
Size 

Number 
of 
Iteration 

GR17 17 10 1000 

GR24 24 10 1000 

SWISS42 42 10 10000 

GR48 48 10 10000 

EIL51 51 10 25000 

ST70 70 10 40000 

EIL76 76 10 45000 

KROA100 100 10 50000 

EIL101 101 10 50000 

KROA150 150 10 75000 

XQG237 237 50 35000 

PBL395 395 50 50000 

XQL662 662 50 75000 

 
In Table 1, the names of the test problems, the number 
of nodes (cities) in the test problems, the number of 
candidates to be included in the population and the 
number of iterations are presented from the left 
column to the right respectively. For instance, 
KROA100 problem contains 100 nodes, and the 
parameter values of the algorithm specified as 
(population size, number of iterations) = (10, 50000). 
As can be seen in Table 1, as the size of the problem 
increases, the number of iterations required to solve 
the problem has also increased. This is because as the 
size of the problem increases, it becomes more difficult 
to solve. Moreover, for large scale problems such as 
XQG237, PBL395 and XQL662 the population size is set 
to 50 in order to prevent the algorithm from getting 
stuck into the local best points. In addition, the 
mechanism of generating neighbor solution for these 
problems is the same as in Figure 2 for the best and 
randomly selected candidates, while it is different from 
the structure in Figure 2 for other candidates in the 
population. The neighbor solution for these candidates 
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is obtained as follows; half of the candidates to be 
selected randomly are replaced with the best solution 
and then reverse operator is applied to these 
candidates. Thereby, it is intended that the algorithm 
can be able to better explore for quality solution 
regions. 

The suggested method was coded in Python 3.7 and 
executed on an Intel Core i5 personal computer at 1.8 
GHz with 8 GB of RAM. It has been run 10 times for 
each test problem and the gap value have been 
presented in Table 2. The gap value was calculated as 
presented in Equation (9). 
 
f(s) = The obtained objective function value with DRA. 

 
f(s∗) = The optimal objective function value.                    

 

Gap = (f(s) − f(s∗)) f(s∗)⁄  (9) 

 

Table 2. Computational Results of the DRA 

Test 
Problem 

The 
Optimal 
Results 

The 
Obtained 
Results 

Gap 
Computation 
Times 
(second) 

GR17 2085 2085 - 0.272 
GR24 1272 1272 - 0.363 
SWISS42 1273 1273 - 5.965 

GR48 5046 5046 - 6.434 

EIL51 426 426 - 17.587 

ST70 675 679 0.006 36.256 

EIL76 538 546 0.016 46.935 
KROA100 21282 21343 0.003 67.163 
EIL101 629 638 0.015 68.454 

KROA150 26524 27349 0.031 159.061 

XQG237 1019 1074 0.054 950.607 

PBL395 1281 1392 0.087 1509.308 

XQL662 2513 2794 0.112 4602.709 

 
The computational results of the test problems 
obtained by the DRA are given in Table 2. In this table, 
column 2 indicates the gap value between the DRA 
algorithm’s solution and the optimal solution, column 3 
shows the computation time of the algorithm in 
seconds. Researchers can find the optimal solutions of 
these problems from the TSPLIB website. 

The optimal solution of the problems up to the 51 
nodes was obtained by the DRA at a reasonable 
computation time (less than 17 seconds). For the 
problems with the number of nodes between 70 and 
662, solutions can be obtained with acceptable 
deviations from the optimal solution. Besides, the 
quality solutions can be obtained in a short 
computation time even for the large scale problems. 
For the XQL662 test problem, which is the most 
challenging one, quality solution could be obtained in 
approximately 4602 seconds (1 hour 20 minutes) with 
a deviation of about %11 from the optimal solution. For 
the KROA150 test problem, high quality solution could 

be obtained in approximately 159 seconds with a 
deviation of about 3% from the optimal solution. 
Namely, the obtained results are promising and the 
performance of the DRA is high for the TSP. It can be 
interpreted that the proposed DRA is effective to solve 
the TSP. In order to demonstrate the convergence 
capability of the proposed algorithm, the convergence 
graph of the DRA for KROA150 is indicated in Figure 5. 
 

 

Figure 5. Convergence graph of the DRA 

 
The objective function values on the y axis and the 
number of iterations on the x axis are represented in 
the graph. Since the optimal objective function value 
(total traveled distance) of the KROA150 problem is 
26524, the convergence pattern of the DRA is 
presented to this value. In order to properly display the 
algorithm's convergence graph, the section after the 
5000th iteration of the algorithm is described, and the 
obtained objective function values in this section are 
exhibited. The convergence speed of the algorithm is 
quite high, especially in the first 33% of the total 
number of iterations. In other words, the algorithm 
quickly reaches quality solutions. Then, it is clearly 
seen that the convergence speed of the algorithm 
decreases gradually as the number of iterations 
increases. The reason for this is that the algorithm 
reaches quality solution regions and tries to ensure 
intensification in these regions. So, the developed 
algorithm gets the high quality solutions. 

4. Conclusion 

In this study, a critical approach has been brought to 
the metaheuristic algorithms used in solving difficult 
problems in the literature. Such that most of the 
metaheuristic algorithms in the literature are inspired 
by some metaphors and have algorithm-specific 
parameters. Therefore, the use of these algorithms 
imposes an extra burden on researchers since it is 
necessary to determine the values of algorithm-specific 
parameters. Furthermore, as far as we know, the 
superiority of these algorithms over one another has 
not been proven yet. This has been the inspiration and 
starting point for the research. So, Rao algorithm, 
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metaphor-less and algorithm-specific parameter-less 
metaheuristic method, has been discussed. Originally, 
this algorithm was developed to solve the continuous 
optimization problems. In this paper, we present a 
novel metaheuristic algorithm called as DRA by 
updating some components of the generic Rao 
algorithm to solve the combinatorial optimization 
problems. The performance of the developed algorithm 
has been shown on TSP test instances. The obtained 
results are promising and the developed algorithm has 
obtained high quality solutions in a reasonable 
computation time.  

The developed algorithm has provided that high quality 
solutions are obtained. However, since the information 
of the best and worst solutions is used in the 
generating neighbor solution stage, the population may 
contain similar solutions. In this case, similar solutions 
in the current population may need to be updated. In 
addition, the proposed algorithm only accepts solutions 
that improve the current solution. But, it may be 
possible to benefit from the knowledge of solutions 
that do not improve the existing solution by using the 
probabilistic acceptance criterion. So, both the 
diversity in the population is ensured and it becomes 
possible to prevent the algorithm from getting stuck 
into the local best points. 

In summary, this study shows that researchers do not 
have to use the metaphor based metaheuristic 
algorithms to solve the combinatorial optimization 
problems. Because, it has been proven that the 
combinatorial optimization problems can also be 
solved easily with simple, useful, metaphor-less 
algorithm. This is a potential area for further research.  

It may be useful to develop different versions of the 
DRA and execute it to solve different combinatorial 
optimization problems in future works. 
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