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Analysis and estimation of  pathological data and findings with deep learning 
methods

Ahmet Anıl Şakır1, Ali Hakan Işık1, Özlem Özmen2, Volkan İpek2

ABSTRACT
As in human diseases, rapid diagnosis of  animal diseases is of  great importance. In order for the dis-
ease treatments to be carried out properly, the diagnosis must be of  high accuracy, as well as the rapid 
diagnosis. In this study, the disease types in the data set consisting of  the data examined between the 
years 2000-2020 belonging to the Department of  Pathology of  the Faculty of  Veterinary Medicine 
of  Burdur Mehmet Akif  Ersoy University were estimated by using the decision tree classification 
model and the KNN classification model. Categories such as age, type, city, and gender in the data 
set were analyzed in graphics. For the estimation and analysis processes to give accurate results, the 
data set was corrected by going through some pre-processes and the missing data in the data set was 
completed. It is thought that the results obtained from the estimation and analysis will allow rapid and 
accurate diagnosis in animal disease diagnoses.
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INTRODUCTION

The word pathology is of  Latin origin, and it is a definition 
formed by the combination of  the words pathos, which means 
disease, and logos, which means science (Slauson and Coo-
per, 1990; Carlton and McGavin, 1995; Cheville, 1999). While 
Medical Pathology, one of  the sub-branches of  pathology, 
deals with human diseases, Veterinary Pathology deals with 
animal diseases (Slauson and Cooper, 1990; Kahraman, 1996; 
Cheville, 1999). The pathological data, consists of  the data ex-
amined between the years 2000-2020 in Burdur Mehmet Akif  
Ersoy University, Faculty of  Veterinary Medicine, Department 
of  Pathology.

As in human diseases, rapid diagnosis is of  great impor-
tance in animal diseases. In addition to being rapid, the diag-
nosis should also have a high accuracy value. Today, computer 
applications are widely used in the field of  health. One of  the 
best examples of  this is the use of  artificial intelligence appli-
cations as a cancer treatment tool (Sütçü & Aytekin, 2018).

When the data in the database are evaluated according to 
animal species, most of  the samples examined belong to ru-

minants, followed by animals such as dogs and cats. It was 
observed that digestive and respiratory system diseases were 
the leading causes of  death in adult ruminants, and neona-
tal septicemia in juvenile ruminants caused significant death. 
Tumors were most frequently encountered in cats and dogs 
(Özmen, 2006).

Pandas library was used for data processing and analysis 
(Pandas-a, 2021). The main purpose of  using the Pandas li-
brary is to use dataframe structures (Pandas-b, 2021). At the 
same time, it can import data in a simple way thanks to its data 
import feature from different formats like excel (Pandas-c, 
2021). Since the Pandas library can also work with libraries 
such as NumPy and Matplolib, it also provides the opportu-
nity to use these libraries. The NumPy library is a library that 
enables mathematical operations on arrays using matrices and 
arrays (Numpy-a, 2021; Numpy-b, 2021). Since the Pandas li-
brary uses dataframes as objects, it is possible to manipulate 
these dataframes as arrays with NumPy. Another library, Mat-
PlotLib is a library that provides graphics creation. It can easily 
create various graphics such as line, bar, or pie plot over the 
dataframe.
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The method used to complete missing data is the SimpleIm-
puter method in the sklearn.impute library. The SimpleImput-
er method uses different strategies according to the format of  
the data (numeric or categorical) (Scikit Learn-a, 2021). Since 
the data in the database are categorical data, the strategies used 
in the categorical data were used in the incomplete data com-
pletion processes. The methods used in the prediction of  dis-
ease type are, DecisionTreeClassifier method in the sklearn.
tree library and KNeighborsClassifier method in the sklearn.
neighbors library (Scikit Learn-b, 2021; Scikit Learn-e, 2021).

Diagnosis has a great role for the treatment and control of  
diseases in animals. Evaluation of  lesions in dead or live ani-
mal specimens is important so that the diagnosis can be made 

rapidly and accurately. Diagnosis is based on understanding 
general and specific pathology and the application of  these 
categories to diagnosis (Jones & Hunt, 1993; Özmen, 2006). 
For the correct treatment of  diseases, the diagnosis must be 
made precisely and correctly. Samples for diagnosis can be tak-
en after the death of  animals, or pathological samples can be 
obtained from live animals by appling surgical procedures. In 
these surgical procedures, reasons such as the inability to ob-

tain tissues using the correct technique or obtaining faulty tis-
sue may lead to incorrect diagnoses and therefore inability to 
perform treatments properly (Nakhleh, 2015; Özmen, 2021). 
The correct processing of  the taken of  pathological samples 
and the proper evaluation of  the pathological findings not 
only increase the success rate in diagnosis, but also increase 
the success rate in the treatment process (Özmen, 2021).

As can be seen in Table 1, artificial intelligence and deep 
learning applications have come a long way from the past to 
the present, and they can be widely used not only in the field 
of  health but also in many fields. For example, eight of  hun-
dred companies that develop artificial intelligence applications, 
develop applications in the field of  health (Sütçü and Aytekin, 

2018). As technology develops, the increase in this number 
and the applications produced can greatly benefit humanity in 
developing diagnostics that are both rapid and accurate. In this 
study, it is aimed to analyze animal diseases, to make a quick 
diagnosis depending on the estimation result, and to have a 
high accuracy rate in relation to the diagnosis speed. Our aim 
is to analyze the animal disease types, with animal species and 
pathological-anatomical diagnoses and their prediction using 
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Figure 1. Flow chart followed in the study.

Date Description
1952 Marvin Minsky introduced the Stochastic Neural Analog Reinforcement Calculator (SNARC), the first 

connectivity neural network learning machine, and possibly the first self-learning machine.

1975 The back propagation algorithm was developed, which solves the difficulties in computer-aided ma-
chines, trains multi-layer neural networks, and provides widespread use of  neural networks in the 1980s.

Around  
2000

The term “deep learning” was used for the first time to describe a machine learning, the creation of  
networks that can learn from unstructured data in an unsupervised manner.

2011-2012 The convolutional neural network AlexNet has achieved unprecedented accuracy in visual recognition, 
paving the way for the deep dives into the mainstream.

January 2017 Researchers at Stanford University have developed a deep leaning technology that can visually identify 
cancerous skin and lesion with the same precision as a human dermatologist. 

February 2017 Microsoft founded Healthcare NeXT, a startup design to apply artificial intelligence and machine learn-
ing technologies to health problems, including cancer treatment.

March 2017 Google’s GoogleNet deep learning technology detected cancerous tumors with higher accuracy than 
human clinicans.

October 2017 Intel has announced the Nervana Neural Network Processor (NNP) chip that can accelerate deep 
learning tasks, including cancer diagnosis.

Around  
2021-2026

Microsoft will launch an AI-powered computer inside the human body to detect and reprogram cancer-
ous cells and render them harmless.

Table 1. A timeline of  specific AI innovations that resulted in the conquest of  cancer (Sütçü & Aytekin, 2018)



several categories available in the database.

MATERIALS and METHODS

The flow chart that showing of  the path to be followed in 
this study is given in Figure 1. Firstly, data completion pro-
cesses were carried out, and two different classification models 
were created using the completed data. The results were com-
pared and then data visualization processes were applied.

Data Completion

Before proceeding with the analysis and estimation process-
es, missing or incorrect data in the data set should be cor-
rected. In this way, it is aimed to increase the success rate of  
the estimation, while providing more accurate analysis. While 
there are approximately 5500 reviews from 24 different cate-
gories in the database, it is seen that some data are incomplete 
or incorrectly entered. In Figure 2-a, the values of  the missing 
data based on categories are given.

Incorrect Data Correction 

The presence of  incorrect data in the database, usually 
due to reasons such as wrong lettering or use of  small capi-
tal letters, may adversely affect the analysis result. Figure 2-b 
shows some of  the values   belonging to the Species catego-
ry and how many of  these values   there are. For example, the 
“Oğlak(goat)” value is written in 3 different ways, and this 
same value is divided into 3 separate data sets. In another ex-
ample, it can be seen in the data entered as “Sığr” instead of  
“Sığır(cattle)”. Likewise, the example of  “Deve Kuşu” and 
“devekuşu(ostrich)” can be given as examples of  wrong data. 
In other words, the same species may appear more than once, 
and some species appear to be expressed with different words 
(sığır(cattle) vs. inek(cow), etc.). There are 301 clusters in the 
Species category. After correcting the wrong data, the number 
of  clusters decreases to 69. With this decrease in the number 
of  clusters, a more general and collectively categorized cate-
gory has emerged, allowing clearer and more precise results in 
the analysis results.

Although incomplete and incorrect data are seen in the 
spelling of  letters and similar words in most categories, the 
Age category may be the one with the most irregularity (Fig-
ure 2-c). The reason for this is that data is entered in multiple 
values (daily, weekly, monthly, etc.), instead of  a single standard 
value. To fix this, each data must be specified over a single val-
ue. We can express this in the best way in a daily format.

After correction, the Age category can be seen in Figure 
2-d. While there were 647 different categories before the cor-

rection, there are 149 different categories after the correction. 
This shows that it needs to be corrected to achieve a more 
standard and effective result.

The “NaN” value that appears in the Age category means 
“not a number”. Some categories are originally referred to as 
objects, and they must be strings to be edited. When these cat-
egories are converted to string values, the null values that were 
originally “null” do not appear as empty strings. Therefore, 
“NaN” value is used instead of  “null” value (Figure 2-e).  

Missing Data

Before completing the missing data, data visualization was 
made, and it was determined which data were missing. In this 
way, it is aimed to complete the missing data in a simpler way. 
The graph shown in Figure 3 gives the distribution of  missing 
data by categories. The protocol number appears to be com-
plete, as it is in the form of  an identifier for each entry. In the 
categories with a large number of  missing data, those outside 
the category of  disease type will not be used in examinations 
and analyzes as they will not affect the result. 

Missing Data Completion

After correcting the erroneous data in the data set, data 
completion operations can be applied. Primarily, the bar graph 
showing the number of  missing data after removing the miss-
ing categories and correcting the erroneous data is given in 
Figure 4. By dividing the number of  missing data by the total 
number of  data, we can learn the rate of  missing data in the 
data set. To find out as a percentage value, it will be sufficient 
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Figure 2. Missing data in the database (a), values for type category (b1, b2), values for age category (c) age category after editing 
(d), data types (e).



to multiply the result by 100. After performing these opera-
tions, it was calculated that there was 59.54% missing data in 
the data set. The amount of  missing data to be used in analysis 
and estimation processes in the data set after the category re-
moval process is 28.89%. This result shows that almost 1 out 
of  every 4 data is missing.

According to the data graphics after removing the miss-
ing categories and correcting the wrong data, it is seen that 
more than half  of  the categories other than the Disease Type 
category are not missing. Among these categories, the Date 
category is the simplest as incomplete data completion. It is 
possible to complete the missing data by looking at the date 
range entered in the data set. This can be done by looking at 
the date of  the data that comes before the missing data. With 
this method, the Date category is filled in completely.

Another category that can be completed manually is the 
City category from which the samples come. The missing data 
were completed by comparing the sample owners with the City 
categories. The Simple Imputation method of  the sklearn.im-
pute library can be used to fill in the remaining categories. This 
method applies data completion in accordance with both nu-
merical and categorical data. There are two different strategies 
for categorical data. These are: most frequent, that is, the most 
frequently found data in the database, and constant, that is, 
entering a constant value (Scikit Learn-a, 2021). The most fre-
quent method was applied in the remaining missing categories, 
and the missing data in the categories other than Disease Type 
were completed.

The reason why the Disease Type category is not complet-
ed with the imputation method is that the amount of  data in 
the category is too incomplete and if  it is completed with this 
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Figure 4. Number of  missing data in the data set after missing categories were removed and incorrect data 
were corrected.

Figure 3. Bar graph representation of  missing data.



method, the result will be the same as the most found data in 
the category. To complete the Disease Type category, it should 
be compared with the Pathologic-Anatomical Diagnosis cate-
gory and the results should be taken according to their com-
mon values. As a result of  this process, Disease Type category 
is divided into bacterial, tumoral, parasitic, viral, and other, 
which can be counted as 5 main categories. Other category 
includes the conditions in which the remaining four categories 
are together, as well as anomalies and traumatic lesions.

Forecasting with the Decision Tree Method

After the data completion processes were completed, the 
model estimation processes were performed on the complete 
data set. Prediction models can be expressed in two different 
ways: classification and regression. The prediction obtained by 
the decision tree method results in classification. Classification 
is the definition of  data into predetermined classes according 
to their common characteristics. The Disease Type category in 
the data set was used for classification. Therefore, the category 
is divided into 5 separate classes: bacteriyal, tumoral, parasitic, 
viral, and other. 

The Decision Tree method used for classification has a 

structure like the flowchart graph and allows the data to be 
divided into specified classes (Figure 5). The inductive meth-
od is used for classification. In the decision tree method, by 
performing many tests during classification, the classification 
result is obtained in the best way. During this process, each test 
creates one of  the branches of  the decision tree. For the test 
process to end, it must reach the leaf  node. The order from the 
tree root to the leaf  node containing the classification result is 
called the if-then rule (Emel and Taşkın, 2005). 

The induction method used in the decision tree is called 
tree induction. This method starts with an empty tree. Tree 
induction used to fill this tree is an iterative method (recursive) 
and consists of  four steps (Emel and Taşkın, 2005; Zorman 
et al., 2001):

Step 1: If  the result of  the training objects in the training 

set is the same, a leaf  node is created using this result and con-
tinue from step 4.

Step 2: Using the heuristic evaluation function, starting 
from the root of  the tree, on the way to the current node, the 
best feature is selected among the previously unused features 
and a split node is created for this feature. The training set is 
divided into subsets.

Step 3: Continue from step 1 for each sub-training set cre-
ated.

Step 4: Recursion is performed by going up one level.

As a result of  these four steps, basically two processes take 
place. These are splitting and pruning. After these processes, 
the stopping criterion comes to the end of  the iteration meth-
od (Emel and Taşkın, 2005).

Division is a method that allows the training set to be di-
vided into smaller subsets. In division, which is an iterative 
method, the first iteration covers the entire training set, in-
cluding the tree root. The remaining iterations are processed 
using derivative nodes that include subsets of  the training set. 

At each division step, the data is analyzed, and the best classi-
fication is selected. The most important characteristic of  the 
division process is that it is greedy, therefore, in this method, 
the algorithm does not look at the steps forward on the tree 
to find out whether it has achieved the best result (Emel and 
Taşkın, 2005; Bounsaythip and Esa, 2001).

For the decision tree to be formed, the iterative method 
must stop. Stop criteria are used for this stopping operation. 
The stopping criteria usually include a few rules such as the 
maximum tree depth, the minimum number of  items in the 
node considered for splitting, or the minimum number of  
items that should be included in the new node. It can change 
the parameters associated with these rules according to the 
data type used or the user’s request. Generally, applications us-
ing this method build trees at maximum depth. While such a 
tree with maximum depth predicts all the objects in the train-
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Figure 5. An example decision tree diagram (Bounsaythip and Esa, 2001).



ing set with a certain probability, they are most likely overfit 
the data (Bounsaythip and Esa, 2001).

After the decision tree is formed, pruning is used to remove 
unwanted nodes or subsets due to overfitting. The pruning 
method removes partitions and their subsets and makes the 
decision tree more stable. Applications that create trees with 
maximum depth include an automatic pruning method. After 
the decision tree training is completed, the estimation process 
can be applied for the new data by using the path formed from 
the top of  the tree until reaching any result node (Bounsaythip 
and Esa, 2001).

DecisionTreeClassifier belonging to the Sklearn library is a 
library used for classification. To make classification, firstly, the 
categories or columns to be used in the classification and the 
column containing the classification result should be divided 
into separate dataframes. To classify the Disease Type, Species 
and Pathological-Anatomical Diagnosis columns are separat-
ed. In some cases, the separated categories need to go through 
some pre-processing before they can be classified. Here, the 
one-hot method is used to convert data in categories contain-
ing text to numeric values. In the Pandas library, the one-hot 
method can be easily processed as a single line of  code with 
the pandas.get_dummies method (Pandas-d, 2021). When the 
categories to be used in classification are ready, model training 
can be started. In order to determine how successful the mod-
el is, the data set should be divided into two sets as training 
set and test set, before model training. For this separation, the 
train_test_split method of  the Sklearn.model_selection library 
was used (Scikit Learn-c, 2021). Separation rate can be deter-
mined with test_size, which is one of  the parameters of  this 
method. This allowed us to separate the data set as the test set 
as much as the entered parameter size and the rest as the train-
ing set. After the data set is divided into two sets as training 
and test, the model to be used for classification should be de-
fined before starting the model training for classification. This 
definition can be done by calling the DecisionTreeClassifier 
function belonging to the Sklearn.tree library. After the defi-
nation process, the training is completed using the fit function 
(Scikit Learn-b, 2021). After the completion of  the training, 
the success rate becomes measurable, and the model is ready 
to make predictions for the new data to be entered. In order 
to measure the success rate, the values   in the test set are es-
timated over the trained model by using the predict param-
eter belonging to the DecisionTreeClassifier function. Then, 
the accuracy_score method of  the Sklearn.metrics library was 
used to compare these estimates with the actual result values   
(Scikit Learn-d, 2021).

Forecasting with the KNN Method

The other classification method to be used in this study is 
KNN (k-nearest neighbors) that classifies according to the 
mean value of  the nearest neighbors in the training set. The k 
value here indicates the number of  neighbors to be selected. 
In order to find the nearest neighbor, it is necessary to calcu-
late the distance between the points. Different distance metric 
measurement methods such as Euclid, Manhattan, Minkows-
ki can be used to measure this distance. Generally, Euclidean 
distance is the most preferred method among these methods 

(Euclidian Distance, 2021; Scikit Learn-f, 2021). The Euclid-
ean distance used to calculate the linear distance between two 
points (eg P = (p1, p2,…,pn) and Q =(q1, q2,…,qn) points) is 
given in formula 1 (Euclidian Distance, 2021).         

The KNeighborsClassifier method of  the Sklearn.neigh-
bors library designed for KNN is a method that includes pre-
liminary steps such as distance measurement (Scikit Learn-e, 
2021). As in the decision tree method, before starting the mod-
el training, the data set must be pre-processed and divided into 
two sets as the training set and the test set. For the definition 
of  the model, the KNeighborsClassifier method was used with 
the k parameter indicating the number of  neighbors (Scikit 
Learn-e, 2021). After this process, the data sets are transferred 
to the model with the fit method and the training is complet-
ed. The predict parameter in the DecisionTreeClassifier library 
is also available in the KNeighborsClassifier method. Estima-
tion is performed with this parameter. For the success rate, the 
accuracy_score method of  the sklearn.metrics library is used 
(Scikit Learn-d, 2021).

Calculating Margin of  Error with RMSE, MSE and MAE  
Methods

Among the methods used to calculate the difference be-
tween the estimated result and the actual values, there are 
methods such as MSE (mean squared error), RMSE (root 
mean squared error) and MAE (mean absolute error). The 
MSE, or mean absolute margin of  error, is the mean value of  
the absolute difference between both variables in the data set. 
If  the MAE result is close to 0, it indicates that the value gives 
the best result. The formula for calculating MAE is given in 
Formula 2 (Mean Absolute Error, 2021).                                            

The MSE method, which is referred to as the mean square 
error, gives an absolute number indicating how much the pre-
dicted results differ from the actual results in the data set. The 
closer the MSE value is to 0, the better the result is. MSE is 
given in Formula 3 (Mean Squared Error, 2021).        

RMSE (or RMSD), root mean square error method is the 
square root of  the result of  the MSE method and gives smaller 
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results than the MSE method. For this reason, it is generally 
preferred over the MSE method. The RMSE is given in For-
mula 4 (Root Mean Squared Error, 2021).

The mean_squared_error and mean_absolute_error meth-
ods of  the sklearn.metrics library were used to measure the 
margin of  error between the predictions and the actual result 
in this study. By changing the squared parameter in the mean_
squared_error method to true or false, it is possible to switch 
between MSE and RMSE methods (Scikit Learn-g, 2021; 
Scikit Learn-h, 2021).

RESULTS

Graphical Findings

As a result of  the analyzes made on the categories belong-
ing to the database, some graphics were produced. While some 
of  these graphics were extracted directly from dataframes us-
ing Pandas and MatPlotLib libraries, SPSS 22.00 version pro-
gram was used for some of  them. In order for the graphs to be 

readable and smooth, the most common values in the category 
were shown, and the remaining values were arranged in a col-
lective way.

Charts Obtained as a Result of  Analysis

There are 24 different values in the City category in the da-
tabase. These are the 24 provinces from which the samples 
came. Except for the provinces, it is found in samples from the 

districts of  Burdur province. These are shown in Burdur in the 
provincial category (Figure 6).

According to this graph, the most samples came from Yeşi-
lova district in Burdur province. On the provincial basis, the 
most samples came from the province of  Burdur. In the evalu-
ation of  all animal species in the data set according to Gender, 
the majority of  the samples coming between the years 2000-
2020 are female animals (61.14%).

The Inspection Type category applied to the incoming sam-
ples is divided into four main areas. These; Biopsy, Necropsy, 
Cytology, and Organ Sample. The combination of  these four 
fields is shown in the other category (eg Biopsy; Organ Sam-
ple). Necropsy was the most common type of  examination 
performed on the samples (75.59%). This is followed by Bi-
opsy (14.28%), Cytology (5.01%), Organ Sample (3.94%) and 
other categories, respectively.

There are 68 different categories of  species appearing in the 
database in the separation of  incoming samples according to 
species. The first five categories that make up the majority of  
these are percentaged, while the remaining species are shown 
as other. According to these values, the most sampled animal 
species was goat (29.46%), respectively; sheep (17.68%), cattle 
(15.30%), dogs (14.04%) and cats (5.29%). In the evaluation 
made according to the age ratio of  the incoming samples, it is 

seen that the most samples come under the age of  1 (79.46%). 
This is followed by over 5 years (8.37%), 1 year (5.36%), 2 
years (4.05%), 4 years (2.52%) and 3 years (0.24%).

The Disease Type category, which is also a classification 
result category, gives four different results. These are respec-
tively; bacterial (41.34%), tumoral (26.38%), parasitic (10.32%) 
and viral (6.49%). Results other than these values are given 
in the other category. The other category, which includes the 
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Figure 6. Graph of  the number of  categories of  districts in Burdur province.



combination of  these four results, also includes anomaly and 
traumatic values. 

According to the cities, the city with the most samples is 
Burdur, and the most common disease from this city seems 
to be bacterial. After the bacterial disease comes the tumor-
al disease. The most common species from Burdur was goat. 
Goat type respectively; cattle, dogs, sheep, and cats follow. In 
the evaluation made according to the examination type, it was 
observed that necropsy, which is the most common type of  
examination, was applied more in female animals. Bacterial 
diseases, which are the most common type of  disease among 
animal species, are most common in goats, while tumoral dis-
eases are most common in dogs. According to the sex ratio 
of  the samples coming between 2000 - 2020, female animals 
came almost every year more than male animals.

The line chart showing the number of  samples received be-
tween 2000 and 2020 is given in Figure 7. According to the 
graph, it is seen that the number of  samples increased in 2011, 
2012, 2014, 2015, 2018 and 2019. The reason for the decrease 
in 2020 is due to the fact that the data is until August 2020.

Graphs Obtained from Statistical Analysis

Statistical analysis of  the data of  this study was done in 
SPSS (v.22.00) package program. The same program was used 
for the graphical representation of  the data. When we look at 
the distribution of  animal ages by years, it is seen that the most 
common cases are in the 1 year and under category, and they 
came between 2011-2015, while animals aged 10 and over usu-
ally come in 2015 and later years. It was observed that the ani-
mals coming from Burdur province were mostly 1 year old and 

under. The category in which necropsy is the most common 
type of  examination consists of  animals aged 1 and younger. 
In the examination types other than necropsy, it is seen that 
animals 1 year old and younger are in the majority. Again, it is 
seen that female animals come more than male animals. Ac-
cording to the distribution of  animal species according to age, 
it comes to the fore that mostly 1 year old and younger animal 
species come to the fore in all species.

Similar to other results, it is seen that animals under the age 
of  1 are also in the first place in the category of  disease types. 
In addition, it is seen that bacterial and tumoral disease types 
are generally seen in other age categories.

Considering the ratio of  the sexes of  animals to animal spe-
cies, it is observed that female animals are more common in 
goat, cattle, sheep, dog, and cat species, while the number of  
females in the goat category, which is the most common ani-
mal species, is even more than twice the number of  males. On 
the other hand, in the category that includes the rest of  the 
animal species, it is seen that the ratio of  males is high. In this 
category, budgerigar, chicken, and fish species are the species 

with a higher male ratio. Finally, it is observed that the disease 
types are generally seen on female animals.

Decision Tree Method Results

During the decision tree classification process, the test_size 
value entered as a parameter is used to distinguish between 
training and test data sets. In this study, a test data set of  30 
percent was created (3853 training sets, 1652 test sets, a total 
of  5505 data), and the estimation and error margin results of  
the models trained with these data sets are given in Table 2. In 
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Figure 7. Graph of  the number of  samples received between 2000-2020.

Table 2. Table of  values obtained as a result of  the decision tree model
max_depth Prediction MAE MSE RMSE

5 0,643 0,752 2,032 1,426

10 0,710 0,615 1,680 1,296

15 0,719 0,568 1,493 1,222

20 0,719 0,568 1,493 1,222

None 0,719 0,568 1,493 1,222



the table, the estimated result values obtained from the models 
with different depths and the margin of  error values of  MAE, 
MSE and RMSE are given. According to the data in the table, 
it is observed that the result is stable when the depth is defined 
as 15 and above. The default value of  the max_depth parame-
ter to “None” indicates that the depth of  the tree has reached 
the maximum depth it can reach. These value results are added 
to the last row in the table. 

The max_depth value is the parameter that specifies the 
depth number of  the decision tree, and when the default value 
is set to “None”, it goes to the deepest point of  the tree. The 
graph consisting of  the results from the table is given in Figure 
8. As can be seen from the graph, when the depth number is 

defined as 15 or more, a fixed value appears in the results and 
margins of  error. For this model, 15 depth values are seen as 
the best value, and the graph related to this depth is given in 
Figure 9. 

KNN Method Results

For the KNN classification process, the training and test 
data sets prepared for the decision tree model are used in 
the same size. The estimation and margin of  error results of  
the KNN model are given in Table 3. In the table, the esti-
mated result values obtained from the models with different 
near-neighbor numbers and MAE, MSE and RMSE margin of  
error methods are given. According to the data in the table, the 
higher the number of  neighbors, the better the prediction val-
ue in general, and the margin of  error values seem lower than 
the previous value. In the KNN model, the default number of  
neighbors is 5, and it is seen that the values above the default 
number of  neighbors yield better results. 

The graph consisting of  the results from the table is giv-
en in Figure 10. As can be seen from the graph, the high-
er the number of  neighbors, the better the results emerge.  
The estimation result of  the value with 8 nearest neighbors for 
the KNN model was the highest among the results of  other 
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Figure 8. Decision tree model prediction and error margin graph.

Figure 9. Pattern graphic with depth number 15.
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Figure 11. Model graph with 8 neighbors.

Figure 12. Model result comparison Chart.

Figure 10. KNN model prediction and margin of  error graph.

n_neighbors(k) Prediction MAE MSE RMSE
3 0,700 0,665 1,844 1,358
4 0,699 0,661 1,804 1,343

5 (default) 0,699 0,661 1,804 1,343
6 0,709 0,582 1,508 1,228
7 0,704 0,601 1,591 1,262
8 0,718 0,594 1,607 1,268
9 0,710 0,579 1,492 1,221

Table 3. Table of  values resulting from the KNN model

The n_neighbors(k) value indicates the number of  near neighbors, and the 
default value is 5.



values. The graph related to the value results with 8 neighbors 
is given in Figure 11.

The comparison chart of  the results of  the two models is 
given in Figure 12. Since the parameter values of  the models 
are not equal to each other, the values with the number of  
neighbors of  the KNN model less than 5 are not included in 
the graph. Although the prediction results of  the models are 
almost the same, it is observed that the decision tree model 
gives a better result with a very small difference.

DISCUSSION

Depending on the developing technologies, there are con-
tinuous developments in the field of  pathology today. Apart 
from the development and change of  devices and tools used 
in the field of  pathology, the use of  computer applications is 
also increasing and developing. Pathological procedures usu-
ally require long-term procedures. Shortening this period may 
save extra time for the treatment methods to be applied with 
the diagnosis to be made. Today, a field called digital pathology 
has emerged that allows the analysis of  pathological samples 
to be transferred to the computer environment, the results can 
be visualized using various applications, these results can be 
analyzed, and the results can be stored (Barisoni et al., 2017; 
Bera et al., 2019; Özmen, 2021).

Advances in the field of  pathology enable rapid and accurate 
diagnosis. For this reason, the technological tools and devices 
used in the field of  pathology and the techniques applied con-
tribute to the rapid and accurate diagnosis. With the advanced 
computer applications that can be used, it can make a positive 
contribution to the studies to be done in the field of  pathology 
and provides an opportunity to work more easily. In addition, 
it is possible to share these studies in the network environment 
and it is possible to get information from other experts in di-
agnosis and treatment processes (Niazi et al., 2010; Abels et al., 
2019; Chang et al., 2019; McCarty et al., 2006; Özmen, 2021).

Thanks to this study, the data of  Burdur Mehmet Akif  Er-
soy University, Faculty of  Veterinary Medicine, Department 
of  Pathology was analyzed using the data examined between 
2000 and 2020, and after the analysis, the classification pro-
cess was carried out. The results of  the analysis are given and 
explained in graphics. Two different methods were used for 
the classification process and the results obtained from these 
methods were compared. During the classification process, the 
data set was divided into two as 30% test set and 70% train-
ing set. While obtaining the results of  the models, different 
values   were obtained in terms of  obtaining the best result by 
changing the parameters. While 5 different results were ob-
tained by changing the depth parameter in decision tree clas-
sification, 9 different results were obtained by changing the 
number of  neighbors parameter in KNN classification. In the 
decision tree method, better results were obtained as the depth 
increased, while a constant value was obtained for the number 
of  depths of  15 and above. In the KNN method, when the 
number of  neighbors is taken less than the default value of  5, 
it is seen that the values   are estimated at a lower rate, while the 
results of  the model trained from the number of  neighbors 
of  5 and above are seen to have better values. In the compari-

son, it was determined that the two models gave approximately 
70% results. It was seen that the decision tree method gave 
better results with a very small difference. As a result of  the 
high value definition of  model parameters, the margin of  error 
values   gradually decreased and as a result of  this decrease, an 
increase in the estimation results was observed. 

CONCLUSION

The results of  the analysis carried out in this study are shown 
in graphics. According to the results of  the graph, the ratios 
of  the data such as type, age, city, and gender of  the samples 
to each other are seen. Thanks to these rates, the probability 
of  making a more effective and faster diagnosis increases. The 
aim of  this study is to make a more effective and rapid diagno-
sis in animal disease diagnoses. The results of  the analysis are 
expected to show what kind of  diseases the incoming samples 
or animals may encounter under certain conditions.
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